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Abstract

A Study on Fuzzy Optimization Problems

By
B.Christopar Raj
Research Scholar (PT) in Mathematics,
Department of Mathematics,
Tranquebar Bishop Manikam Lutheran College,
Porayar.

In recent years, fuzzy optimization has grown in various develop-
ing fields and has brought remarkable changes in business, research,
science and technology. Fuzzy optimization problem is the problem of
finding the best solution among all feasible solutions. Theoretically,
the parameters of optimization problems are represented as precise
value. But in real life situation, it is impossible to express the param-

eters as précised due to several factors. To overcome the vagueness,

fuzzy concepts have been introduced. In this thesis, sub-classes and

XXi11
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special classes of Linear Programming Problem such as Transporta-
tion Problem, Assignment Problem and Travelling Salesman Problem
are discussed in fuzzy environment and parameters of the problem
are represented as Generalized Quadrilateral Fuzzy Numbers. The
working procedure and results are dwelt upon the concept of Gen-
eralized Quadrilateral Fuzzy Numbers. These concepts bring some
new algorithms and approaches to find the optimal solution for fuzzy
optimization problems. Fuzzy optimization provides a useful solution
to all real life problem and all real life situations.

This thesis entitled “A Study on Fuzzy Optimization
Problems” consists of seven chapters which enfold the study of
subclasses of Linear Programming models in fuzzy environment such
as fuzzy Transportation Problem, Fuzzy Assignment Problem and
Fuzzy Travelling Salesman Problem with a new fuzzy number Gener-
alized Quadrilateral Fuzzy Numbers and some arithmetic operations.

Chapter [1|is the introductory in nature which explicates the fun-
damental theoretical background of this thesis. Moreover, it also
records the chronological details of literature survey on the topic of
the thesis. This part also explains briefly about the motivation and

scope of the research.
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Chapter [2| deals with some relevant definitions and fundamentals
of fuzzy numbers such as definition of fuzzy sets, fuzzy numbers, tri-
angular fuzzy numbers, trapezoidal fuzzy numbers, generalized trape-
zoidal fuzzy numbers and etc., and their graphical representations.
Furthermore, it also provides some information about Fuzzy Linear
Programming, sub-classes and special classes of Fuzzy Linear Pro-
gramming Problem.

Chapter |3| presents, a new fuzzy number named as Generalized
Quadrilateral Fuzzy Numbers, membership function, arithmetic
operations and its graphical representation. Moreover, it also presents
the working procedure for Fully Fuzzy Transportation Problem and
working procedure is applied on some numerical examples.

Chapter |4 deals with a new algorithm named as Stephen’s
Algorithm is proposed to solve Assignment Problem and a distinct
method is presented to solve Fuzzy Assignment Problem. The effi-
ciency of these methods is examined and the results are compared
with existing algorithm.

Chapter [5| gives working procedure of Dynamic Programming
Algorithm to solve both Travelling Salesman Problem and Fuzzy

Travelling Salesman Problem with some additional steps.
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Chapter [0 provides a new proposed approach named as DSD
approach to solve both Travelling Salesman Problem and Fuzzy Tra-
velling Salesman Problem with four cities. The results of the DSD
Approach are compared with Dynamic Programming Algorithm.

Chapter [7| deals with a new proposed approach named as BCR
approach to solve Travelling Salesman Problem and Fuzzy Travelling
Salesman Problem with some illustrations for five cities. At the end

of this chapter comprise the overall summary and its result of thesis.



Chapter 1

Introduction

Abstract

In this chapter, the theoretical background of the thesis is integrated. It deals
with the details of chronological survey of the state of art. The development of
optimization theory, linear programming problem, sub-classes and special classes
of linear programming problem and fuzzy theory are discussed. The part bears a

special attention to a section on motivation and to the scope of the thesis.
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1.1 Introduction to Operations

Research (OR)

Operations Research (OR) is one of the fastest developing fields in
Science and Technology and also a discipline that deals with the
development and applications of advanced analytical methods to
improve decision-making. It is often considered to be a sub-field
of mathematical sciences. Operation Research is the study of opti-
mization techniques. No science has ever been born on a specific day.
OR has no exception.

The development and invention of OR begun during the World
War II. During the World War 11, the military organization in Eng-
land called on teams of scientist to study the strategic and tactical
problems of air and land defence and gave the objective to find out
the most effective allocation of limited military resources to vari-
ous military operations. The group of scientists formed the first OR
team. The name Operations Research was apparently coined in 1940,
because the team was carrying out research on military operations.
The impact of the success of the military teams attracted the atten-

tion of industrial people, who were seeking solution to their problems
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in other countries. In 1950, the concept was extended to academic
study in American Universities. OR societies and activities were es-
tablished in many countries.

In India the OR unit was arrived in 1949 at the Hyderabad Re-
gional Research Laboratory. After that, some Indian organizations
such as Airlines, Railways, Defense Organizations, Fertilizer Corpo-
ration of India, Hindustan Steel Ltd., Tata Iron and Steel Co., CSIR,
BHEL, ONGC, etc. started to use OR techniques.

The word ‘optimum’ comes from a Latin word ‘optimus’ which
means finding best one. Optimization is the process of finding best
solution among all possible solution to the problem. In mathematics,
optimization is meant for maximization or minimization. In real life
situation, people are interested to maximize the profit and minimize
the loss in all aspects. Especially, People in the field of business
think about optimization in order to gain more profit. This is the
basic principle of optimization.

Optimization problem is the problem of finding the best solution
among all feasible solutions. Linear Programming is a technique for
finding an optimum solution of linear functions subject to linear con-

straints. The term linear means that all variables which are occurring
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in the objective function and constraints are in the first degree. Pro-
gramming is another word for ‘planning’ and it refers to the process
of determination of a particular plan of action among several alterna-
tives. Various techniques are available to solve linear programming
problem such as graphical method, simplex method, Big-M method,
revised simplex methods, etc.

Linear Programming Problem (LPP) has some subclasses. Trans-
portation problem (TP) is one of the subclasses of LPPs. Assignment
Problem (AP) is a special case of transportation problem. Travel-
ling Salesman Problem (TSP) is similar to Assignment problem with
some additional restrictions. Dynamic programming is the advanced
model of OR and these models are used to make a series of inter-
related decisions for multistage problems. Dynamic Programming
Algorithm (DPA) is one of the best algorithms to solve travelling

salesman problem.

1.2 Introduction to Fuzzy Concepts

Recent developments of Fuzzy set theory and its application have
brought an exponential growth in research fields. Fuzzy set theory

has numerous applications in various fields such as decision making,
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automata theory, artificial intelligence, neural networks, robotics,
medical diagnosis and etc. Within a short span of time it has per-
vaded almost all fields and its applications are percolated down to
customer goods level. Apart from that, it is being applied on a ma-
jor scale in industries through intelligent robots for machine building
(cars, engines, turbines, ships, etc.) and also used for military pur-
pose.

The main contribution of fuzzy concepts in mathematics is its
ability to represent vague information. It is used to model the sys-
tems that are difficult to exactly define. Fuzzy set theory incorporates
vagueness and subjectivity. Many actions and strategies are designed
to handle the uncertainties of the human behavior in decision-making.

Fuzzy set theory was introduced by Prof. Lotfi. A. Zadeh in
1965. Thousands of research papers were published in various jour-
nals which are devoted to theoretical and applications of fuzzy sets.
It is a powerful way to quantitatively represent and manipulate im-
precise decision-making problems. Since the vague parameters are
treated as imprecise rather than precise values, the process is more

powerful and results are more creditable. Fuzzy mathematics emerges
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as a tool to model processes the complex problems which are too
complex for traditional techniques and information are inaccurate
and unclear.

Fuzzy logic captures an inherent property of human communi-
cations which are not accurate, concise, perfectly clear, and crisp.
Developments in fuzzy set theory have the potential to make it pos-
sible to offer a formal treatment of vagueness of natural language
concepts. Fuzzy logic resembles the humans to make decisions and
inferences. In fuzzy processing, there are three major components.
They are fuzzification, fuzzy inference, and defuzzification. Fuzzifi-
cation is the process of the input variables transformed into fuzzy
numbers sets. Fuzzy inference is a set of fuzzy if-then-else rules used
to process diffuse inputs and generate fuzzy outputs; that is, fuzzy
inference interprets input vector values and based on set of rules,
generates an output vector.

Defuzzification is the process of weighing and averaging out all
fuzzy values into a single output or single decision. It is very useful
to see the applicability of this tool for quantifying human reliability.

Many authors have made contributions for developing new models



Ch. 1: Introduction 7

with fuzzy quantification methodologies or using fuzzy techniques or

methodologies for quantifying existing models.

1.3 Uncertainty

The management of uncertainties is one of the main issues for deci-
sion makers. Most of the decisions that are to be made by engineers
and governors are subject to lack of information because of uncer-
tainty. Some information is not always accessible and inadequate at
the time of decision making. Expert’s opinion is essential in many
decisions-making models, where the parameters and their relation-
ships are complex. There are numerous decision-making tools which
are developed for dealing with the uncertain parameters.
Decision-making methods and approaches are created using the
concept of a human being’s expertise. So, it is necessary for devel-
oping models to be estimated and imitated to the human decision-
making systems. The result of the study helps us to make decision
models which can be used as human-thinking. The major issues of
decision-making models are uncertainties of human behaviours and

insufficient information. They are demonstrated in many forms:
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e Fuzzy (not crisp, unclear, imprecise, estimated),

e Vague (not specific, unstructured),

Ambiguous (too many choices),

Natural variability  (contradictory, = random,  chaotic,

unpredictable).

Decision-making models are using the fuzzy logic to handle
uncertainties of human behaviour in decision-making. In twentieth
century, finding the alternatives for probability theory and traditional
logic lead the way to handle uncertainties. Since fuzzy logic is the
derivative of the probability theory, it is more suitable to apply in the
fields of engineering, management, social and governance. In prac-
tice, most of the decision-making models not required exact outputs.
In this case, we can make use of fuzzy theory, which can handle un-
certainties and non-linearities. Fuzzy reliability theory carries a new
perceptive of decision-making models, which are implemented with

higher efficiency and reliability.
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1.4 Impreciseness and Vagueness

Impreciseness and vagueness are facets of uncertainty and mean that
an object or some of its features cannot be recorded or

described precisely. Hence both of them are considered in contrast
with randomness, which describes variability, being another kind
of uncertainty, whereas probability theory and mathematical statis-
tics deal with the behaviour of (perhaps hypothetical) populations,
impreciseness and vagueness concerned with each single piece of in-
formation, called a datum. For handling such type of data, they
must be described as mathematical items. The “classical” model for
impreciseness is given by set - value - description. However, as it
is known to us, the main problem in application of interval mathe-
matics is fixing precise ends of the intervals. Moreover, data can be

represented by verbal descriptions. They are called vague data.

1.5 Fuzzy Numbers

Fuzzy numbers have been introduced by Zadeh in order to deal with
imprecise numerical quantities in a practical way. Since then, several

authors have investigated properties and proposed applications of
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fuzzy numbers. The solution of fuzzy equations presents difficulties
which are due to the fact that addition and multiplication of fuzzy
numbers are non invertible operations. Consequently, the class of all
fuzzy numbers is not a group under addition or under multiplication.
Fuzzy numbers and their fuzzy operations are fundamentals of fuzzy
number theory and fuzzy sets theory to model the fuzzy intelligent
systems and computational models.

The domains of number theories in mathematics have been con-
tinuously expanding from binary numbers (B), natural numbers (N),
integers (Z), and real numbers (R) to fuzzy numbers (F) and hyper-
structures (H). It demonstrates an interesting course of advances in
the human ability of abstraction and quantification in order to deal
with the real-world entities and their perceptive representations in
the brain. The difference between N and 7Z is that the members of
the former are divisible by one, while those of the latter may not.
The characteristic of the domain of fuzzy numbers F is a 2-dementia
hyperstructure,F = R x R = {(R,R)}, with a crisp set of mem-
ber elements in (—oo, +00) and an associate crisp set of degrees of

membership in [0, 1] for each of the members.
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Fuzzy arithmetic is a system of fuzzy operations on fuzzy num-
bers. A theory of fuzzy arithmetic is presented towards a fuzzy
mathematical structure for fuzzy inference and cognitive computa-
tion. The mathematical models of fuzzy numbers and their algebraic
properties enable rigorous modeling of fuzzy entities in fuzzy systems
and efficient manipulation of fuzzy variables in the fuzzy analysis,

fuzzy inference, and fuzzy computing.

1.6 Fuzzy Optimization

Fuzzy optimization is a rapidly growing field and has increasing ac-
ceptance on scientific communities. Fuzzy optimization means the
optimization in fuzzy environment. Classical optimization problems
require well-defined parameters. But some real life problems, some
parameters are roughly estimated. Fuzzy optimization offers the op-
portunity to handle such type of parameters. In this thesis, the
transportation problem, assignment problem and travelling salesman
problem are solved in fuzzy environment and some new solving tech-

niques are discussed.
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1.7 Review of Literature

This section reviews the background and development of Fuzzy Num-
bers, Linear Programming, Optimization, Transportation Problem,
Assignment Problem and Travelling Salesman Problem in both crisp

and fuzzy environment.

1.7.1 Fuzzy Numbers

Developments in fuzzy set theory have made a tremendous change
in treatment of vagueness of natural language concepts. Zadeh [08]
introduced the concept of Fuzzy sets and Fuzzy logic, which played an
important role in the growth of fuzzy set theory. He characterized the
set by a membership function which assigns to each object a grade
of membership ranging between zero and one and also established
the notions of inclusion, union, intersection, complement, relation,
convexity etc. in the context of fuzzy sets. Zimmerman [100] studied
the fuzzy concepts and its applications. Klir and Yuan [45] facilitated
education in the areas of fuzzy set theory and fuzzy logic. This book
reflects a broad variety of applications of fuzzy sets and fuzzy logic.

To overcome the shortcomings of ranking the fuzzy numbers in earlier
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techniques, Abbasbandy and Babak Asady [I] modified the distance
bases approach called sign distance. Nagoor Gani and Mohamed
Assarudeen [67] modified some arithmetic operations on triangular
fuzzy numbers. The modified operations yield an exact inverse of
addition and multiplication operators. Stephen Dinagar and Abirami
[86, R7] investigated some new algebraic arithmetic operations of the
Generalized Interval Valued Fuzzy Numbers [GIVENS] and studied

the properties of single weighted and double weighted fuzzy numbers.

1.7.2 Linear programming and Optimization

Linear programming techniques play a major role to solve optimiza-
tion problems. Charnes and Cooper [13] made an effort to show how
linear programming models and methods of optimization are applied
on manufacturing operation in 1953. Various techniques are available
to solve linear programming problem such as graphical method, sim-
plex method, Big-M method, revised simplex methods, etc. In 1947,
Dantzig [17] devised the Simplex method to solve linear programming
problems and introduced the basic theory of linear inequalities.
Zimmermann [99] employed a linear programming approach to

the linear vector maximum problem. Tanaka [90] formulated a fuzzy
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linear programming problem based on comparing the fuzzy numbers.
To obtain a reasonable solution for linear programming problem,
Tanaka and Asai [91] considered the ambiguity of parameters. Buck-
ley [9] introduced possibilistic programming which is an alternative
to the stochastic programming. Mario Fedrizzi et al., [30] emphasis
various concepts, problem classes, issues, etc. related to fuzzy math-
ematical programming and fuzzy optimization. Tong Shaocheng [79]
focused two kinds of linear programming called as interval number
and fuzzy linear programming in which the interval number coeffi-
cients are approached by taking maximum value range and minimum
value range inequalities as constraint conditions and it is reduced into
two classical linear programming problems.

Kuchta [46] recommended a definition of optimal solution for
transportation problem with fuzzy cost coefficients using the general
linear programming problem approach. Lodwick and David Jamison
[54] described interval-based methods for solving constrained fuzzy
optimization problems and focused to explore some relationships be-
tween fuzzy set theory and interval analysis.

Chanas and Kuchta [I0] made a survey on selected discrete fuzzy

optimization problems. The selected problems are transportation
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and assignment problems, maximal and minimal flow and shortest
route in network, CPM and PERT method, selection of scheduling
problems and knapsack and 0-1 problems. Fang et al., [29] intro-
duced a cutting plane method for solving linear programming prob-
lems with fuzzy coefficients in constraint. John Chinneck and Ra-
madan [16] approached the linear programming in specified intervals
in which the interval range of the optimized objective function and
coefficient settings give some possibility extremes.

In many real life problems the decision parameters are fuzzy num-
bers. Such problems are solved by either possiblistic programming
or programming methods. But all these methods have short com-
ings. To overcome the short comings, Maleki et al., [55] introduced
an effective method to solve fuzzy linear programming problem.

Ganesan and Veeramani [31] presented a new kind of arithmetic
operation for symmetric trapezoidal fuzzy numbers to solve FLPP
without converting them to crisp linear programming problems. Tang
et al., [92] devoted a comprehensive understanding of fuzzy optimiza-
tion theories and methods. Allahviranloo et al., [4] proposed a rank-

ing function for defuzzifying the FLPP. In this approach symmetric
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triangular fuzzy numbers are applied on objective function and co-
efficient matrix.

Veeramani and Duraisamy [95] used the concept of nearest sym-
metric triangular fuzzy number approximation with expected inter-
val. In this technique, fully fuzzy linear programming is transformed
into two crisp linear problems. First part is used to calculate the
centre objective value and second part is used to obtain the margin
from the objective of the principal problem. Finally approximate
fuzzy solution of FFLP is calculated. Mohanaselvi and Ganesan [58]
investigated a new algorithm, based on the fuzzy ideal and fuzzy
negative ideal solution of each single fuzzy objective function for
fully fuzzy multi objective linear programming problems. Cheng et
al., [15] introduced an approach which compromises programming to
solve fully fuzzy linear programming by transforming the equality
constraints into crisp inequality using the similarity measure, which
is interpreted by the feasibility degree of constraints then fuzzy ob-
jective function is transformed into two crisp objectives functions.

The modified operations yield an exact inverse of addition and
multiplication operators. Nasseri and Behmanesh [70)] achieved some

interesting fundamental results which lead the solution of fuzzy linear
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programming model without converting the problems to the crisp
linear programming models.

Shapla Shirin and Kamrunnahar [81] reviewed three methods such
as Bellman-Zadeh’s method, Zimmerman’s Method, and Fuzzy Ver-
sion of Simplex method, are compared with each other to solve opti-
mization problem. Moumita Deb and Pijus Kanti De [18] discussed
graded mean integration representation method to solve Fully Fuzzy
Linear Fractional Programming Problem (FFLFPP) with trapezoidal
fuzzy numbers. To find the critical path for the project scheduling
problem, TOPSIS Ranking method is utilized to rank More Gener-
alized Interval Valued Fuzzy Numbers (MIVFNS). Qiumei Liu and
Xin Gao [53] proposed two methods, Multi-Objective Linear Pro-
gramming (MOLP) method and two-phase method, to solve FFLP
problem.

Xiaofeng Xu et al., [96] presented an optimal allocation model of
fuzzy resources for multistage random logistics with six-point trape-
zoidal fuzzy numbers and membership function. Nagoor Gani and
Yogarani [66] developed an algorithm based on a polynomial order
even penalty function, which gives a better solution to the fuzzy lin-

ear programming problem.
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1.7.3 Transportation problem

Transportation problem deals with shipping a single commodity from
various sources of supply to various destinations of demand with
minimum total transportation cost. Hitchcock [38] developed some
techniques to solve transportation problem in 1941. Charnes and
Cooper [14] employed to explain the “stepping stone” method for
transportation problems in 1954. Chanas and Kuchta [11] proposed
an algorithm which solves the transportation problem with fuzzy
supply and demand values with integrality condition. Nagoor Gani
and Abdul Razak [65] used parametric approach to obtain the fuzzy
solution for transportation problem.

Stephen Dinagar and Palanivel [85] proposed a modified distribu-
tion method to obtain optimal solution with the help of trapezoidal
fuzzy numbers for fuzzy transportation problem. Amarpreet Kaur
and Amit Kumar [44] introduced a new method to solve transporta-
tion problems with generalized trapezoidal fuzzy numbers. Edward
Samuel and Venkatachalapathy [23] modified the Vogel’s approxima-
tion method for fuzzy transportation problems. This method pro-

vides the nearest optimal solution to the transportation problems.
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Nagoor Gani [64] et al., adopted Arsham - Khan’s simplex algo-
rithm to solve fuzzy transportation problem with fuzzy parameters
without using any artificial variables. Abdul Quddoos et al., [75] con-
structed a new method to solve TP. Edward Samuel [24] added simple
rule to fuzzy zero point method for crisp and fuzzy transportation
problems and it was named as improved zero point method (IZPM).
The added simple rule helped to improve zero point method. As a
result of the simple rule always brings an optimal solution.

Amit Kumar and Amarpreet Kaur [48] pointed out some short-
comings to find the optimal solution for fuzzy transportation prob-
lems in existing methods. To overcome the shortcomings, two new
methods have been proposed based on classical methods to solve
unbalanced fuzzy transportation problems with all parameters are
trapezoidal fuzzy numbers.

Edward Samuel and Venkatachalapathy [25] investigated some
new methodologies for solving a special type of fuzzy transporta-
tion problem by assuming that uncertain about the precise values of
transportation cost only but no certainty about the supply and de-
mand of the product. In this method, transportation costs are rep-

resented as generalized trapezoidal fuzzy numbers. Edward Samuel
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and Venkatachalapathy [26] solved unbalanced fuzzy transportation
problem, in which all parameters are represented as triangular fuzzy
numbers. Solaiappan and Jeyaraman [82] investigated zero termi-
nation method to solve fuzzy transportation problem using Robust
Ranking method to arrange the fuzzy number in specific interval.
Edward Samuel and Raja [27], 28] adopted some new methodologies
for solving an unbalanced transportation problem in fuzzy environ-
ment without converting into a balanced one, which gives an optimal
solution.

Nirbhay Mathur et al., [57] established an algorithm which is
quicker in terms of runtime compared to fuzzy VAM in [44, [59]. Mu-
ruganandam and Srinivasan [60] proposed an alternative method for
transportation problem in which the objective function is ranked with
the help of a-solution. Rajesh Kumar Saini et al., [78] pointed out
some shortcoming in existing method and proposed ranking method
for solving unbalanced fuzzy transportation problem. Dhanasekar et
al., [20] proposed a new algorithm named as fuzzy Vogel Approxi-
mation Method (VAM) for solving FAP in which the parameters are

triangular fuzzy numbers. Many researchers [22, 39, 40, 41, 69, [72]
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were interested to solve fuzzy transportation problems with various

techniques.

1.7.4 Assignment Problem

Assignment Problem deals with assigning a task or job from a num-
ber of origins to equal number of destinations with minimum cost or
maximum profit. Kuhn [47] explored the talented work of Hungar-
ian mathematician. Lin Chi-Jen and Ue-Pyng Wen [50] handled a
labeling algorithm in efficient way for solving assignment problem in
fuzzy environment.

The assignment cost is usually deterministic in nature. But, Na-
garajan and Solairaju [63] expressed the assignment cost in more
realistic nature. 1i.e., the cost has been expressed as triangular or
trapezoidal fuzzy numbers. Pandian and Kavitha [73] derived two
theorems; one is used for ensuring optimal solution to the fuzzy as-
signment problem and another is used to improve the solution from
the current solution to the FAP.

Hadi Basirzadeh [6] offered ones assignment method, which re-
duce the matrix with ‘1’ in each row and column. To obtain an op-

timal solution for assignment probem ‘1’ has been assigned to each
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and every column. Nagoor Gani and Mohamed [68] transformed the
fuzzy assignment problem into crisp assignment problem using new
ranking in LPP form. To obtain the solution, LINGO 9.0 has been
used.

Srinivasan and Geetharamani [83] formulated the fuzzy assign-
ment problem into crisp assignment problem in LPP using Robust’s
ranking method and the problems are solved by Ones Assignment
Method. Thorani and Ravi Shankar [94] developed the classical al-
gorithm using fundamental theorems of fuzzy assignment problem
and variations of fuzzy assignment problem. Ahmed and Afaq Ah-
mad [3] proposed a method for finding an optimal solution of a wide
range of assignment problems, directly.

Kalaiarasi [42] applied Robust’s ranking indices on triangular
fuzzy numbers and used ones assignment to find an optimal solu-
tion for fuzzy assignment problem. Nirmala and Anju [71] preferred
the fuzzy quantifier and ranking method for triangular and trape-
zoidal fuzzy numbers for FAP. This method requires less number of
iterations to obtain the optimal solution.

Sofiene Abidia et al., [2] have intended hybrid genetic algorithm

for parking slots assignment problem for a group of drivers. Dutta



Ch. 1: Introduction 23

and Pal [21] modified some steps in Hungarian method to find out op-
timal solution of assignment problem, which reduces the
computation cost. Thiruppathi and Iranian [93] proposed an innova-
tive method to solve assignment problem in single stage.

Ashwini and Srinivasan [5] formulated the fuzzy assignment prob-
lem into crisp assignment problem in LLP form using Robust’s rank-
ing method then it is solved by Omnes Assignment method.
Muruganandam and Hema [61] used graded mean integration rep-
resentation method and converted the crisp assignment problem in
LPP which is called as Fourier Elimination method. Queen Mary
and Selvi [56] defuzzified the fuzzy assignment problem into crisp
values using Centroid Ranking method, then Hungarian method is
used to find optimal solution. Bhavika and Mitali [8] developed a
modified approach of zero suffix method to solve assignment prob-
lem. Srinivasan et al., [84] studied the assignment problem in fuzzy

environment with various ranking.

1.7.5 Travelling Salesman Problem

Travelling salesman problem stated as A salesman starting his jour-

ney form one city, planning to visit the rest of the specified cities
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only once and return to the start. Little John et al., [52] presented a
branch and bound algorithm for travelling salesman problem in 1963.
In this approach the set of all tours is broken into smaller subsets
and the best lower bound on the cost length is calculated.

Bellmore and Nemhauser [7] recommended dynamic program-
ming over branch and bound method to solve smaller problems in
TSP, although the expected computer processing time is greater,
they assured that the maximum time is very small. Held and Karp
[36] explored new approaches to solve symmetric travelling salesman
problem with slight variant in spanning trees which plays an essential
role. Lin and Kernighan [51] discussed a highly effective heuristic and
widely applicable procedure for generating optimum and nearer to
optimum solutions for symmetric travelling salesman problem. This
approach is also having ability to solve combinatorial optimization
problems.

Richard M Karp [43] suggested hybrid schemes to get near opti-
mum solutions to TSP, which are having thousands of cities, in which
partitioning is used in conjunction with existing heuristic algorithms.
Chandrasekaran et al., [12] proposed a method which solves the trav-

elling salesman problems with transitive fuzzy numbers. Dhanasekar



Ch. 1: Introduction 25

et al., [19] introduced a classical based assignment approach to solve
FTSP using Yager’s ranking [97] with some modifications in order
to satisfy the route conditions by considering element wise subtrac-
tion. Hadi Basirzadeh [34] slightly modified the working procedure
to solve travelling salesman problem by defining the distance matrix
and then using matrix determinant. Shweta Rana [77] solved TSP
using improved genetic algorithm.

Mythili et al., [62] applied dynamic programming technique on
FTSP and implemented through MATLAB program. Prabakaran
et al., [74] surveyed meta-heuristic algorithms like Ant Colony Op-
timization to arrive the solution but returns the best optimal route
when compared to others. In order to decrease the complexity and
to obtain a satisfactory solution in T'SP. Hanif Halim and Ismail [35]
used Meta-heuristic algorithms. Dafne Lagos et al.,[49] assessed the
performance of assigning service squads and incorporated the vari-
ability of service times. The initial problem was formulated as a
Travelling Salesman Problem (TSP), whose solution was obtained
using ant colony algorithm.

Amit Kumar Rana [76] studied a solution for FTSP using transi-

tive fuzzy numbers, in which travelling costs are expressed as fuzzy
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numbers due to road and traffic conditions. Gharehchopogh and
Benyamin [32] presented a new metaheuristic algorithm named as
Harris Hawk Optimization (HHO) algorithm which helps to main-
tain the main capabilities of the HHO algorithm, on one hand and
to take advantage of the capabilities of active mechanisms in the
continuous-valued problem space on the other hand.

Hiplito Hermandez-Perez and Juan—Jose Salazar-Gonzalez [37]
proposed a new branch-and-cut algorithm to solve travelling sales-
man problem. It is spitted into two parts. The first part is mas-
ter problem, which allows all feasible solutions and some invalid
ones like mixed integer problem. The second part is sub—problem
which checks the feasibility of the master solutions and generates
valid cuts which are not feasible. This concept is applied to solve
split-delivery one-commodity pickup and delivery travelling sales-
man problem. The fundamental concepts of linear programming,
transportation problem, assignment problem and travelling salesman

problem are overviewed from the standard books [33], 80, 88 [RY].



Ch. 1: Introduction 27

1.8 Scope and Motivation of the Thesis

Fuzzy set theory is not a philosopher’s stone, which solves all the
problems that confront us today. But it has considerable potential
for practical and for mathematical applications. As basic building
stones of this thesis, the primary focus is on finding some new ranking
procedures on fuzzy numbers to apply them in the fuzzy numbers in-
volved in real-life applications. It is also briefly overviewed its back-
ground, main problems, methodologies, and recent developments. A
special mention is also on the main literature, professional journals,
technical newsletters, professional organizations, and other relevant

information.

e The first phase of this research is focused on reviewing some
notions of fuzzy numbers and to propose a new fuzzy number
named as Generalized Quadrilateral Fuzzy Numbers, graphical
representation and its arithmetic operations. It is very use-
ful to apply on some fuzzy optimization problems and other

problems.

e The second phase of this research is applied the Generalized

Quadrilateral Fuzzy Numbers on transportation problem, as-
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signment problem and travelling salesman problem with exist-
ing algorithms and newly proposed algorithms. To recognize
the significance of the proposed algorithms and approaches,
these results of proposed algorithms and approaches are com-

pared with existing method.

1.9 Organization of the Thesis

This thesis entitled “A Study on Fuzzy Optimization
Problems” consists of seven chapters.

Chapter [1| is introductory in nature which explicates the fun-
damental theoretical background of this thesis. Moreover, it also
records the chronological details of literature survey on the topic of
the thesis. This part also explains briefly about the motivation and
scope of the research work.

Chapter [2] deals with some relevant definitions and fundamentals
of fuzzy numbers such as definition of fuzzy sets, fuzzy numbers, tri-
angular fuzzy numbers, trapezoidal fuzzy numbers and etc., and their

graphical representations.
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Chapter |3| presents, a new fuzzy number named as Generalized
Quadrilateral Fuzzy Numbers, membership function, arithmetic op-
erations and its graphical representation. Moreover, it also presents
the working procedure for fully fuzzy transportation problem and
working procedure is applied on some numerical example. The con-
tent of this chapter has been published in the following international

Journals:

e Malaya Journal of Mathematik.

e American International Journal of Research in Science,

Technology, Engineering and Mathematics.

Chapter {4 deals with a new algorithm named as Stephen’s
Algorithm is proposed for assignment problem and a distinct method
is presented to solve fuzzy assignment problem. The efficiency of
these methods is examined and the results are compared with exist-
ing algorithm. The content of this chapter has been published in the

following international Journals:

e Advances and Applications in Mathematical Sciences.

e Mathematical Analysis and Computing.
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Chapter [5| gives working procedure of Dynamic Programming
Algorithm to solve both travelling salesman problem and fuzzy trav-
elling salesman problem with some additional steps. The content
of this chapter has been published in the following international

Journal:
e Malaya Journal of Mathematik

Chapter [0 provides a new proposed approach named as DSD
Approach to solve both travelling salesman problem and travelling
salesman problem in fuzzy environment with four cities. The pro-
cedure of the new approach is applied on some travelling and fuzzy
travelling salesman problem and the results are compared with Dy-
namic Programming Algorithm. The content of this chapter has been

communicated in the following international Journal:

e South East Asian Journal of Mathematics and Mathe-

matical Sciences.

Chapter [7] deals with a new proposed approach named as BCR
Approach to solve travelling salesman problem and the travelling
salesman problem in fuzzy environment with illustrations for five

cities. At the end of this chapter comprise the overall summary and
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its result of thesis. The content of this chapter is communicated in

International Journal in the following title:

e Solving Travelling Salesman Problem by BCR Approach

in Fuzzy Environment.



Chapter 2

Preliminaries

Abstract

In this chapter, some preliminaries which are required for the present work are
presented. In Section the basic definitions of Fuzzy Numbers such as the
definition of Fuzzy Set, Convex Fuzzy Set, Fuzzy Number, Triangular Fuzzy Num-
bers, Trapezoidal Fuzzy Numbers and Generalized Trapezoidal Fuzzy Numbers
and their graphical representations are discussed. In Section [2.2] the definitions
related to fuzzy linear programming problem and some of its sub-classes such as
Fuzzy Transportation Problem, Fuzzy Assignment Problem and Fuzzy Travelling

Salesman Problem and its important concepts are discussed.

32
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2.1 Preliminaries

In this section, some basic notions of fuzzy numbers are discussed.

Definition 2.1.1: (Fuzzy Set)

A fuzzy set A = (2, puz(v)),z € A puz(x) € [0,1]. In this pair
(2, 5(x)), the first element x belongs to the classical set A and the
second element y ;(x) belongs to the interval [0, 1], called membership

function.

Definition 2.1.2: (Convex fuzzy set)
A fuzzy set A is convex if p ;(Azy+(1—Axp)) > min (u;(2), p;(2)), 21,
xo € X and A € [0,1]. Alternatively, a fuzzy set is convex, if all

«a - level sets are convex.

Definition 2.1.3: (Fuzzy Number)
A fuzzy set A on R must possess at least the following three properties

to qualify a fuzzy number:
(i) A must be a normal fuzzy set;
(ii) A must be a convex fuzzy set;

(iii) A must be closed and bounded.
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Definition 2.1.4: (Triangular Fuzzy Number)
A fuzzy number represented with three points as follows A = (ag, am, ay)
is called triangular fuzzy number. This representation is interpreted

as the following membership function and graphically represented in

fig [2.0]
4
0, r < aq
r — q
, a <z <ap
pi ) =4 L,  x=an
afr‘_m
, am <z < a,
0, T > a,

pa(x) ¢

Figure 2.1: Graphical Representation of Triangular Fuzzy Numbers
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Definition 2.1.5: (Trapezoidal Fuzzy Numbers)
A fuzzy number represented with four points as follows A = (a,b,c,d)
is called trapezoidal fuzzy number. This representation is interpreted

as the following membership function and graphically represented in

fig 2.2

4

0, r<a
a:—a’ a<xr<hb
b—a

pi(z) =9 1, b<z<e

c—x

: <x<d
T c<x

0, x>d

pa(x) 1

Figure 2.2: Graphical Representaion of Trapezoidal Fuzzy Numbers
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Definition 2.1.6: (Generalized Trapezoidal Fuzzy Numbers)
A fuzzy number A =(a,b,c,d; w) is said to be generalized trapezoidal

fuzzy numbers if its membership function is given by

wg: )), a<zxr<b

:“A(x):<w, b<z<c
(z —d)

\w(c—d)’ c<zxr<d

Figure 2.3: Graphical Representation of Generalized Trapezoidal
Fuzzy Numbers
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2.2 Some Basic Concepts of Fuzzy
Linear Programming Problem and

Some Subclasses

Definition 2.2.1: (Fully Fuzzy Linear Programming
Problem)

In Linear Programming Problems, if the objective function and the
constraints are expressed as fuzzy numbers, then the Linear Program-

ming Problem is called Fully Fuzzy Linear Programming Problem.

Note: In some situations, sometimes left side or right side of the
constraints may be expressed as precise value in fuzzy linear pro-

gramming problems.

Definition 2.2.2: (Fuzzy Transportation Problem)

Fuzzy Transportation Problem is a Transportation Problem in which
the parameters are expressed as fuzzy numbers. Fuzzy Transporta-
tion Problem has three parameters, fuzzy supply, fuzzy demand and
fuzzy transportation costs. There are three types of transportation

problem in fuzzy environment.

(i) Supply and Demand are expressed as fuzzy numbers and trans-

portation costs are precise values.
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(ii) Supply and Demand are precise values and transportation costs

are expressed as fuzzy numbers.

(iii) All parameters are fuzzy numbers.

Definition 2.2.3: (Fully Fuzzy Transportation Problem)
In Transportation Problem, if all the parameters are expressed as
fuzzy numbers then it is called as Fully Fuzzy Transportation Prob-

lem.

Definition 2.2.4: (Fuzzy Assignment Problem)
In Assignment Problem, if the assignment costs are expressed as fuzzy

numbers, then the Assignment Problem is called Fuzzy Assignment

Problem.

Definition 2.2.5: (Fuzzy Travelling Salesman Problem)
In Travelling Salesman Problem, if the travelling costs are expressed
as fuzzy numbers then the Travelling Salesman Problem is called

Fuzzy Travelling Salesman Problem.



Chapter 3

On Fuzzy
Transportation

Problem with
(GGeneralized

Quadrilateral Fuzzy
Numbers

Abstract

Aim of this chapter is to introduce Generalized Quadrilateral Fuzzy Numbers
(GQFNs), arithmetic operations and graphical representation of GQFNs and to
solve Fully Fuzzy Transportation problem(FFTP) by using classical methods with
some necessary modifications. In these methods the supply, demand and trans-
portation costs are represented by GQFNs. To understand and apply these ideas,

relevant numerical examples are illustrated.

The part of the content of this chapter form the material of the papers published in
1. Malaya Journal of Mathematik, 2019, S(1): 24-27

2. American International Journal of Research in Science, Technology, Engineering
and Mathematics, 2019, 199-204.
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3.1 Generalized Quadrilateral Fuzzy
Numbers (GQFNs)

In this section, a new fuzzy number named as Generalized Quadri-
lateral Fuzzy Number has been defined and its membership function

and graphical representation are presented.

Definition 3.1.1: (Generalized Quadrilateral Fuzzy Numbers)
A new fuzzy number A = (a,b,c,d;wy,ws) is defined as General-

ized Quadrilateral Fuzzy Number, if its membership function is given

by

)
wl((:g: )), a<xz<b
bobutlems o,

ug(w):<w2(x_d) c<z<d

c—d)

0, otherwise
where 0 < wy,wy <1

\
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3.1.1 Graphical Representation of Generalized

Quadrilateral Fuzzy Numbers

ik

wi(x)
tlg
4 ;
E -
0 a a] C d =

Figure 3.1: Generalized Quadrilateral Fuzzy Numbers.

3.2 Arithmetic Operations on GQFNs

In this section, the arithmetic operations between two generalized
quadrilateral fuzzy numbers are defined on the universal set of real
numbers R.

Let A, = (a1,b1, c1,di;war, wyz) and Ay = (a2, ba, ca, da; way, waz)

(i) Addition for GQFN:

Al @Ay = (a1 +ag,by + by, c1 + ¢, dy + do;

min(way, way), min(waz, waz)).
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(ii) Subtraction for GQFN:
Ao A = (a1 — da, by — 2,1 — 2, dy — bo;
min(war, way), min(w gz, waz)).-

(iii) Scalar Multiplication for GQFN:

y

Aag, A\bj ey Ady; (wA%,wAg) A>0

)\dl, )\cl)\bl)\al; (UJA%,CL}A%) A <O.
\

3.2.1 Ranking function for GQFN

A new ranking function R : F(R) — R, is prposed, which maps each

fuzzy number into the real number. Let fl:(a, b, ¢, d; w1, ws), then

4 2

?R(A) = Z a; ij'

i=1  j=1

3.3 Fully Fuzzy Transportation Problem

More number of decision makers are interested to solve fuzzy trans-
portation problems, where all parameters are represented as gener-

alized quadrilateral fuzzy numbers.
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Fuzzy transportation problem is formulated as

m n _ .
Min z=73%> ¢j ® xij
i=1j=1
Subject to
>z < aj, 1=1,2,3,....m
m — .
in]‘ < bj, ] = 1,2,3, . n

x> 0,Yi, 7

3.4 Solving Fuzzy Transportation
Problem using Unique Approach

In this section, an algorithm for solving fully fuzzy transportation

problem is given with suitable numerical illustration.

3.4.1 Algorithm for Solving Fully Fuzzy

Transportation Problem

The step by step procedure to solve the fully fuzzy transportation
problem is given, in which all parameters are represented as general-

ized quadrilateral fuzzy numbers.



Ch.3: On Fuzzy Transportation Problem with GQFNs 44

Step 1:

Step 2:

Step 3:

Step 4:

3.4.2

Check whether the given problem is balanced transporta-

m no_
tion problemi.e Y @; = Y b;, if not convert it into balanced
i=1 j=1

one by adding dummy row or dummy column.
Convert the supply and demand into crisp number using

ranking function in rows and columns.

Find the minimum value either in supply or demand.
Find the minimum rank of (d;, b;)
Case(i): If minimum rank of (d;,b;) = d; then allocate

" row replace b} by Z;j—di.

zi; = a; in (i, )" cell. Ignore i
Case(ii): If minimum rank of (d;,b;) = b; then allocate
)th

xij = b; in (i,5)" cell. Ignore j™ row replace d; by d;-b;.

Repeat the step 3 until a; and b~] are zero.

Numerical Illustration

Consider the following fully fuzzy transportation problem. Here, the

~

fuzzy supply [a;] and fuzzy demand [b;] are expressed as generalized

quadrilateral fuzzy numbers. Determine the basic feasible solution.



Table 3.1: Fuzzy Transportation Problem

Dy Dy D5 Dy a;
S1(1,2,3,4; 0.6,0.8) | (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) | (1,6,7,12; 0.6,0.8)
Sy 1(0,1,24; 0.6,0.8) | (-1,0,1,2; 0.6,0.8) | (5,6,7,8; 0.6,0.8) (0,1,2,3; 0 6,0.8) (0,1,2,3; 0.6,0.8)
Ss | (3,5,6,8; 0.6,0.8 (5,8,9,12; 0608) (12,15,16,19; 0.6,0.8) | (7,9,10,12; 0608) (5,10,12,15; 0.6,0.8)
b; | (5,7,8,10; 0.6,0.8) | (-1,5,6,10; 0.6,0.8) | (1,3,4,6; 0.6,0.8) (1,2,3,4; 0.6,0.8) (6,17,21,30; 0.6,0.8)
Solution

m n o _
Step 1: Since ) a; = > b; the given problem is balanced fuzzy transportation problem.

1=1

J=1

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d
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step 2: Converting supply and demand into crisp number using ranking function in rows and columns.

Table 3.2: Converting the supply and demand into crisp number using ranking function

D1 D2 D3 D4 5)%(51)
S: | (1,2,3,4; 0.6,0.8) | (1,3,4,6; 0.6,0.8) | (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) | 4.55
Sy 1(0,1,2,4; 0.6,0.8) | (-1,0,1,2; 0.6,0.8) | (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) | 1.05
Sy (35,68, 0.6,0.8 | (5,8,9,12;: 0.6,0.8) | (12,15,16,19; 0.6,0.8) | (7,9,10,12; 0.6,0.8) | 7.35
R(b;) | 5.25 3.5 2.45 1.75 12.95

Step 3: Finding the minimum value either in supply or demand. Find minimum of (q;, b;): {5.25,4.55}

= 4.55.
Minimum value is allocated in (57, D7) cell and the minimum value is subtracted from 5.25 and the

remaining values are written in the corresponding places.

Step 4: Repeat the step 3 until a; and b} are zero.

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d
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Table 3.3: First Allocation

Dy Do Ds Dy ?R(Eii)
Si (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)
So (0,1,2,4; 0.6,0.8) (—1,0,1,2; 0.6,0.8) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 1.05
Ss (3,5,6,8; 0.6,0.8) (5,8,9,12; 0.6,0.8) (12,15,16,19; 0.6,0.8) | (7,9,10,12;0.6,0.8) 7.35
R(b;) 0.7 3.5 2.45 1.75 8.4
Table 3.4: Second Allocaton
D, Dy Ds D, R(a;)
S (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)
Sy (0.7) (-1,0,1,2; 0.6,0.8) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 0.35
(0,1,2,4; 0.6,0.8)
S (3,5,6,8; 0.6,0.8) (5,8,9,12; 0.6,0.8) (12,15,16,19; 0.6,0.8) | (7,9,10,12; 0.6,0.8) | 7.35
R(b;) 0 3.5 2.45 1.75 7.7

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d
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Table 3.5: Third allocation

) D, Ds Dy R(a:)

S1 (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)

Sy (0.7) (0.35) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 0
(0,1,2,4; 0.6,0.8) (-1,0,1,2; 0.6,0.8)

S5 (3,5,6,8; 0.6,0.8) (5,8,9,12; 0.6,0.8) (12,15,16,19; 0.6,0.8) | (7,9,10,12; 0.6,0.8) | 7.35

R(b;) 0 3.15 2.45 1.75 7.35

Table 3.6: Fourth Allocation

D1 D2 D3 D4 ?R(ﬁl)

S1 (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)

Sy (0.7) (0.35) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 0
(0,1,2,4; 0.6,0.8) (-1,0,1,2; 0.6,0.8)

S (3,5,6,8; 0.6,0.8) (3.15) (12,15,16,19; 0.6,0.8) | (7,9,10,12; 0.6,0.8) | 4.2

(5,8,9,12; 0.6,0.8)
R(b;) |0 0 2.45 1.75 4.2

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d
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Table 3.7: Fifth Allocation

Dy D, D5 D, R (a;)
S1 (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)
Sy (0.7) (0.35) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 0
(0,1,2,4; 0.6,0.8) (-1,0,1,2; 0.6,0.8)
S3 (3,5,6,8; 0.6,0.8) (3.15) (2.45) (7,9,10,12; 0.6,0.8) | 1.75
(5,8,9,12; 0.6,0.8) (12,15,16,19; 0.6,0.8)
R(b;) 0 0 0 1.75 1.75
Table 3.8: Basic Feasible Solution
D, Do Ds Dy R(a;)
St (4.55) (1,3,4,6; 0.6,0.8) (9,11,12,14; 0.6,0.8) | (5,7,8,11; 0.6,0.8) 0
(1,2,3,4; 0.6,0.8)
Sy (0.7) (0.35) (5,6,7,8; 0.6,0.8) (0,1,2,3; 0.6,0.8) 0
(0,1,2,4; 0.6,0.8) (-1,0,1,2; 0.6,0.8)
S3 (3,5,6,8; 0.6,0.8) (3.15) (2.45) (1.75) 0
(5,8,9,12; 0.6,0.8) (12,15,16,19; 0.6,0.8) | (7,9,10,12;0.6,0.8)
R(b;) 0 0 0 0 0

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d
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Here, all demand and supply are exhausted.

Therefore the initial basic feasible solution is

Minimumz = (4.55) x (1,2, 3,4;0.6,0.8)
+(0.7) x (0,1,2,4:0.6,0.8)
+(0.35) x (=1,0,1,2;0.6,0.8)
+(3.15) % (5,8,9,12;0.6,0.8)
+(245) x (12,15, 16,19; 0.6, 0.8)
+(1.75) x (7,9, 10, 12;0.6,0.8)
— (61.6,87.5,100.45, 127.05; 0.6, 0.8).

Min R(z) = 65.905.

3.5 Solving Fuzzy Transportation
Problem using Novel Approach

In this section, to solve Fully Fuzzy Transportation Problem, the
algorithm for novel approach is presented. To understand the proce-

dure suitable numerical example is illustrated.
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3.5.1

Step 1:

Step 2:

Step 3:

Algorithm for Solving Fuzzy
Transportation Problem using

Novel Approach

Check whether the given problem is balanced transporta-

n

m ~
tion problemi.e > a; = ) b;, if not convert it into balanced
i=1 j=1

one by adding dummy row or dummy column.

Identify the maximum cost in the demand and find mini-
mum transportation cost in the corresponding column using

ranking function.

~ ~

Find minimum of (a;, b;), Allocate z;; = min(a;, b;)

Case(i): If minimum (a;, b;) = a; then allocate z;; = a; in

(3, 7)" cell. Ignore i'* row replace I;; by l;;—cfi.

~

Case(ii):If minimum (d@;, b;) = b; then allocate x;; = b; in

~

) cell. Ignore j™ row replace a; by a;—b;.

(2,7

Case(iii): If there is a tie in minimum of (a;,b;), find the

next minimum in the same column.
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Step 4: Identify the next maximum cost in the demand and find the

minimum transportation cost in the corresponding column.

Step 5: Repeat steps 3 and 4 until (a; and I;,) are zero.

3.5.2 Numerical Illustration

Example 3.5.1: Consider the following fully fuzzy transportation
problem. Here all parameters are generalized quadrilateral fuzzy

numbers. Determine the basic feasible solution.



Table 3.9: Fuzzy Transportation Problem

D, Do Ds D, a;
S11(1,2,3.4; 0.6,0.8) [(1,3,4, 6; 0.6,0.8) |(9,11,12,14; 0.6,0.8) [(5,7,8,11; 0.6,0.8) [(1,6,7,12; 0.6,0.8)
S5 1(0,1,2,4; 0.6,0.8) |(-1, 0,1,2; 0.6,0.8) | (5, 6,7, 8; 0.6,0.8) (0,1,2,3; 0.6,0.8) [(0,1,2, 3; 0.6,0.8)
S31(3,5,6,8; 0.6,0.8) |(5, 8 9 12 0.6 O 8) (12 15 16,19; 0 6,0.8)[(7,9,10,12; 0.6,0.8)[(5,10,12,15; 0.6,0.8)
b; (5,7,8,10; 0.6,0.8) |(-1,5,6,10; 0.6,0.8) |(1,3,4,6; 0.6, 0.8) (1,2,3,4; 0.6, 0.8)
Solution:

Table 3.10: Fuzzy Transportation Problem

S11(1,2,3,4; 0.6,0.8) [(1,3,4,6; 0.6,0.8) [(9,11,12,14; 0.6,0.8) [(5,7,8,11; 0.6,0.8) (1 6,7,12; 0.6,0.8)
S5 1(0,1,2,4; 0.6,0.8) |(-1,0,1,2; 0.6,0.8) |(5, 6,7, 8; 0.6,0.8) (0,1,2,3; 0.6,0.8) (0,1,2, 3; 0.6, 0 8)
S31(3,5,6,8; 0.6,0.8) [(5,8,9,12; 0. 6 ,0.8) (12 15 16,19; O 6,0.8)](7,9,10,12; 0.6,0.8)[(5,10,12, 15 0 6,0.8)
b; (5,7,8,10; 0.6,0.8) |(-1,5,6,10; 0.6,0.8) |(1,3,4,6; 0.6, 0.8) (1,2,3,4; 0.6, 0.8) [(6,17,21,30;0.6,0.8)

m n <
Since ) a; = ) b; the given problem is balanced fuzzy transportation problem.

i=1

J=1
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Table 3.11: First Allocation

D,

Dy

D3

D,

a;

(1,2,3.4; 0.6,0.8)

(13,1, 6; 0.6,0.8)

(9,11,12,14; 0.6,0.8)

(5,7,8,11; 0.6,0.8)

(1,6,7,12; 0.6,0.8)

(0,1,2,4; 0.6,0.8)
(0,1,2,4; 0.6,0.8)

(-1,0,1,2; 0.6,0.8)

(5, 6,7, 8; 0.6,0.8)

(0,1,2,3; 0.6,0.8)

(0,1,2, 3; 0.6,0.8)

(3,5,6,8; 0.6,0.8)

(5,8,9,12; 0.6,0.8)

(12,15,16,19; 0.6,0.8)

(7,9,10,12; 0.6,0.8)

(5,10,12,15; 0.6,0.8)

b;1(2,5,7,10; 0.6,0.8)

(-1,5,6,10; 0.6,0.8)

(1,3,4,6; 0.6, 0.8)

(1,2,3,4; 0.6, 0.8)

Table 3.12: Second Allocation

D1 D2 D3 D4 a;

S11(1,2,3,4: 0.6,0.8) [(1,3,4, 6; 0.6,0.8) [(9,11,12,14; 0.6,0.8) |(5,7,8,11; 0.6,0.8) |(-9,-1,2,10; 0.6,0.8)
(2,5,7,10; 0.6,0.8)

S 1(0,1,2,4 0.6,08) |1, 01,2 0.6,08) (5, 6,7, 8, 06,08) (01,23 0608 (01,2, 3 0.6,08)
(0,1,2,4; 0.6,0.8)

S5 (35,6, ,0.6,0.8) (5,8,9,12; 0.6,0.8) |(12,15,16,19; 0.6,0.8) |(7,9,10,12; 0.6,0.8) | (5,10,12,15; 0.6,0.8)

b;(2,5,7,10; 0.6,0.8) |(-1,5,6,10; 0.6,0.8) |(1,3,4,6; 0.6, 0.8) (1,2,3,4: 0.6, 0.8)
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Table 3.13: Third Allocation

D,

Dy

D3

D,

a;

(1,2,3,4; 0.6,0.8)
(2,5,7,10; 0.6,0.8)

(1,34, 6; 0.6,0.8)
(-9,-1,2,10; 0.6,0.8)

(9,11,12,14; 0.6,0.8)

(5,7,8,11; 0.6,0.8)

(-9,-1,2,10; 0.6,0.8)

(0,1,2,4; 0.6,0.8)
(0,1,2,4; 0.6,0.8)

(-1, 0,1,2; 0.6,0.8)

(5, 6,7, 8; 0.6,0.8)

(0,1,2,3; 0.6,0.8)

(0,1,2, 3; 0.6,0.8)

(3,5,6,8; 0.6,0.8)

(5.8,9,12; 0.6,0.8)

(12,15,16,19; 0.6,0.8)

(7.9,10,12; 0.6,0.8)

(5,10,12,15; 0.6,0.8)

-1(2,5,7,10; 0.6,0.8)

(-11,3,7,19;0.6,0.8)

(1,3,4,6; 0.6, 0.8)

(1,2,3.4; 0.6, 0.8)

Table 3.14: Fourth Allocation

D,

D,

Ds

Dy

a;

(1,2,3,4; 0.6,0.8)
(2,5,7,10; 0.6,0.8)

(1,34, 6; 0.6,0.8)
(-9,-1,2,10; 0.6,0.8)

(9,11,12,14; 0.6,0.8)

(5,7,8,11; 0.6,0.8)

(-9,-1,2,10; 0.6,0.8)

(0,1,2,4; 0.6,0.8)
(0,1,2,4; 0.6,0.8)

(-1, 0,1,2; 0.6,0.8)

(5, 6,7, 8; 0.6,0.8)

(0,1,2,3; 0.6,0.8)

(0,1,2, 3; 0.6,0.8)

(3,5,6,8; 0.6,0.8)

(5,8,9,12; 0.6,0.8)
(-11,3,7,19;0.6,0.8)

(12,15,16,19; 0.6,0.8)

(7.9,10,12; 0.6,0.8)

(-14,3,9,26; 0.6,0.8)

1(2,5,7,10; 0.6,0.8)

(-11,3,7,19;0.6,0.8)

(1,3,4,6; 0.6, 0.8)

(1,2,3.4; 0.6, 0.8)

SNAOD ypm wajqoag uoryejrodsued], Azzng uQ :¢'Y>d

qq



Table 3.15: Fifth Allocation

Dy

Dy

Ds

D,

a;

(1,2,3,4; 0.6,0.8)
(2,5,7,10; 0.6,0.8)

(1,3,4, 6; 0.6,0.8)
(-9,-1,2,10; 0.6,0.8)

(9,11,12,14; 0.6,0.8)

(5,7,8,11; 0.6,0.8)

(3,11,14,22; 0.6,0.8)

(0,1,2,4; 0.6,0.8)
(0,1,2,4; 0.6,0.8)

(-1, 0,1,2; 0.6,0.8)

(5, 6,7, 8; 0.6,0.8)

(0,1,2,3; 0.6,0.8)

(0,1,2, 3; 0.6,0.8)

(3,5,6,8; 0.6,0.8)

(5,8,9,12; 0.6,0.8)
(-11,3,7,19;0.6,0.8)

(12,15,16,19; 0.6,0.8)
(1,3,4,6; 0.6, 0.8)

(7,9,10,12; 0.6,0.8)

(-20,-1,6,25; 0.6,0.8)

1(2,5,7,10; 0.6,0.8)

(-11,3,7,19;0.6,0.8)

(1,3,4,6; 0.6, 0.8)

(1,2,3.4; 0.6, 0.8)

Table 3.16: Final Allocation

Dy

Dy

Ds

D,

a;

(1,2,3,4; 0.6,0.8)
(2,5,7,10; 0.6,0.8)

(1,3,4, 6; 0.6,0.8)
(-9,-1,2,10; 0.6,0.8)

(9,11,12,14; 0.6,0.8)

(5,7,8,11; 0.6,0.8)

(-9,-1,2,10; 0.6,0.8)

(0,1,2,4; 0.6,0.8)
(0,1,2,4; 0.6,0.8)

(-1, 0,1,2; 0.6,0.8)

(5, 6,7, 8 0.6,0.8)

(0,1,2,3; 0.6,0.8)

(0,1,2, 3; 0.6,0.8)

(3,5,6,8; 0.6,0.8)

(5,8,0,12; 0.6,0.8)
(-11,3,7,19;0.6,0.8)

(12,15,16,19; 0.6,0.8)
(1,3,4,6; 0.6,0.8)

(7,9,10,12; 0.6,0.8)
(1,2,3,4; 0.6,0.8)

(-20,-1,6,25; 0.6,0.8)

1(2,5,7,10; 0.6,0.8)

(-11,3,7,190.6,0.8)

(1,3,4,6; 0.6, 0.8)

(1,2,3.4; 0.6, 0.8)

(-24,-4,4,24; 0.6,0.8)
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Ch.3: On Fuzzy Transportation Problem with GQFNs

Therefore the initial basic feasible solution is

Minimum % = [(2,5,7,10;0.6,0.8)(1, 2,3, 4:0.6,0.8)
+(0,1,2,3;0.6,0.8)(0, 1,2, 4; 0.6, 0.8)
+(=9,-1,2,10:0.6,0.8)(1,3,4,6;0.6,0.8)
+(~11,3,7,19;0.6,0.8)(5,8,9,12: 0.6, 0.8)
+(1,3,4,6;0.6,0.8)(12, 15, 16, 19; 0.6, 0.8)
+(1,2,3,4;0.6,0.8)(7,9,10,12; 0.6, 0.8)]

= (—66.5,71.225, 124.6, 250.425; 0.6, 0.8).

Min R(z) = 66.45.
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Chapter 4

On Fuzzy Assignment
Problem with
(GGeneralized

(Quadrilateral Fuzzy
Numbers

Abstract

Aim of this chapter is to present the efficient algorithm named as Stephen’s
Algorithm and a distinct method to find the optimal solution for Fuzzy Assign-
ment Problem. These algorithms provide less number of iterations to reach the
optimality. To validate these algorithms, numerical examples are given and the

results are compared with Hungarian Algorithm.

The part of the content of this chapter form the material of the papers published in

1. Advances and Applications in Mathematical Sciences, 2021, 20(5): 887-894
2. Mathematical Analysis and Computing, 2021, 344, 221-229.
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Ch. 4: On Fuzzy Assignment Problem with GQFNs

4.1 Fuzzy Assignment Problem

99

In this section, matrix form of Assignment Problem and its mathe-

matical formulation are given.

4.1.1 Fuzzy Assignment problem in the Matrix

form

Table 4.1: Matrix form of Fuzzy Assignment Problem

Activit

Resources Y

Al AQ A3 An
Worker 1 C11 C12 13 Cin
Worker 2 Co1 €29 23 Con
Worker 3 31 C32 33 Can
Worker n Cnl Cno Cn3 Con

4.1.2 The Mathematical formulation of Fuzzy

Assignment Problem

n n

Subject to

i=1 j=1

doay=1, i=123...
j=1
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awy=1, j=123...n
=1

1 if i" person is assigned to j™* job
where xz;; =

0 otherwise

¢;j = the fuzzy cost associated with assigning it" resource to j activity.

4.2 Solving Assignment Problem using

Stephen’s Approach

In this section, a new algorithm named Stephen’s Algorithm is pro-
posed. To compare the result and the efficiency of this algorithm,

Hungarian algorithm is presented.

4.2.1 Hungarian Algorithm (HA)

Step 1: Check whether, the given problem is balanced or not. If
the problem is not balanced, balance it by adding dummy

rows or columns.

Step 2: Locate the smallest element from each row and subtract the

same from all other elements of the same row.

Step 3: Locate the smallest element from each column and subtract

the same from all other elements of the same column.
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Step 4:

(a)

Examine rows successively until a row with exactly
single zero is found. Make an assignment to this zero
by square bracket [ ] and cross off (x) all other zeros
in the corresponding column. Continue the procedure

until all rows have exactly one unmarked zero.

Examine columns successively until a column with ex-
actly single zero is found. Make an assignment to this
zero by square bracket [ | and cross off (x) all other
zeros in the corresponding row. Continue the pro-
cedure, until all columns have exactly one unmarked

Z€ero.

Step 5: If each row and column contain exactly one assignment,

Step 6:

(a)
(b)

()

then the current assignment will be optimal solution. If
any one of the row or column is without assignment, the

current assignment is not optimal. Go to step 6.

Draw the minimum number of horizontal and /or vertical

lines to cover all zeros using the procedure given below:

Mark (/) the rows which are not having assignments.

Mark (y/) the columns (not already marked) which

are having zeros in the marked row.

Mark (/) the rows (not already marked) which are
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Step 7:

Step 8:

4.2.2

Step 1:

Step 2:

having assignments in marked column.

Repeat (b) and (c) until marking is not required.

(d) Draw minimum number of lines through all unmarked

rows and marked columns to cover all these zeros.

(e) If the number of lines is equal to number of rows or
number of columns in the table, then it is an optimum
solution, otherwise not. If the solution is not optimal,

go to step 7.

Select the smallest uncovered element, subtract it from all
other uncovered elements and add the same to all elements
which are lying at the intersection of two lines except the

elements covered by the lines.

Go to step 5 and repeat the process until an optimum

solution is attained.

Stephen’s Algorithm

Construct the assignment problem.

Examine the smallest assignment cost of each column and
then subtract the same cost from each cost in the corre-

sponding column.
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Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

If each column and each row has only one zero, the solution

is optimal. Make the assignment, otherwise go to step 4.

If any row has more than one zeros, find the penalty i.e.,
determine the difference between the smallest and the next-
to-smallest. Display them alongside of the assignment ta-
ble by enclosing them in parenthesis against the respective
rows. Similarly compute the penalty for each column and
display them below the assignment table by enclosing them

in parenthesis against the respective column.

Identify the row or column with largest penalty among all
rows and columns. If a tie occurs, find the next penalty
i.e., difference between second smallest cost and next to

the second smallest. Repeat the process until break the tie.

From the identified row or column, find the smallest as-
signment cost and make the assignment, then cross off the
corresponding row and column values, except assignment

cost.

Go to step 4 and repeat the procedure until an optimum is

reached.
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4.2.3 Numerical Illustrations

Example 4.2.1: Consider the Assignment Problem of assigning four

jobs to four persons. The assignment costs are given as follows:

Table 4.2: Assignment Problem 1

Jobs
Persons
A B C D
I 1 4 6 3
II 9 7 10 9
11T 4 5) 11 7
1A 8 7 8 5

Determine the optimum assignment schedule and minimum total

assignment cost.
Solution:

(a) By Hungarian Algorithm

Since the number of rows is equal to the number of columns, the
given problem is a balanced Fuzzy Assignment Problem. Locate the
smallest cost in each row and subtract the same cost from each cost

in the corresponding row.
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Table 4.3: Reduced Cost Matrix with Zero in every row

IT
11
IV

A B C D
0 3 5 2
2 0 3 2
0 1 7 3
3 2 3 0

Locate the smallest cost in each column and subtract the same cost

from each cost in the corresponding column.

Table 4.4: Reduced Cost Matrix with Zero in every row and column

IT
11
IV

A B C D
0 3 2 2
2 0 0 2
0 1 4 3
3 2 0 0

Table 4.5: Making Assignment

II
III
IV

A B C D
0] 3 2 2
2 0] X 2
X 1 4 3
3 2 0 X

Since third row has no assignment, the solution is not optimal. There-

fore follow step 6 and 7 to get the following solution.
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Table 4.6: Making Assignment

A B C D

I 0] 2 1 1

11 3 X 0] 2
111 X 0] 3 2
vV 3 2 X [0]

Since each row and each column has one assignment, the problem

has an optimal solution. The Optimal Assignment is given below:

Table 4.7: Optimal Assignment Table

Person Assigned to Job  Assignment Cost
I — A 1
I1 — C 10
I1T — B 5
v — D 5
Total Assignment cost 21

(b) By Stephen’s Algorithm

Since the number of rows is equal to the number of columns, the
given problem is a balanced Fuzzy Assignment Problem. Locate the
smallest cost in each column and subtract the same cost from each

cost in the corresponding column.
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Table 4.8: Reduced Cost Matrix with Zero in every column
A B C D

I 0 0 0 0
I1 8 3 4 6
11 3 1 5 1
IV 7 3 2 2

Since the first row has four zeros, second, third and fourth row have

no zeros. Therefore, the solution is not optimal.

Find the penalty using step 4.

Table 4.9: Finding Penalties 1

A B C D Penalty
I 0 0 0 0 0]

IT 8 3 4 6 1]
I11 3 1 5 4 2]
v 7 3 2 2 0]

Penalty [3] 1] 2] 2]

Since the largest penalty is 3, choose the corresponding column. Here,

the smallest assignment cost is 0. Therefore, make the assignment.
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Table 4.10: Making Assignment 1

A B C D

I 0] * * *
I1 * 3 4 6
111 * 1 5) 4
1A/ * 3 2 2

Table 4.11: Finding Penalties 2

A B C D

| 0] % * *

I1 % 3 4 6
I11 % 1 5) 4
v * 3 2 2
Penalty [—] 2] 2] 2]

Penalty

68

Since the largest penalty is 3, choose the corresponding column. Here,

the smallest assignment cost is 1. Therefore, make the assignment.

Table 4.12: Making Assignment 2

A B C D
I 0] * % *
II * * 4 6
11 x 1] o« #
1AY4 * * 2 2
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Table 4.13: Finding Penalties 3

A B C D

I 0] * % %

II * * 4 6
I11 * 1] * *
IV * * 2 2
Penalty [—] [—] 2] [4]

Penalty

69

Since the largest penalty is 4, choose the corresponding column. Here,

the smallest assignment cost is 2. Therefore, make the assignment.

Table 4.14: Making Assignment 3

A B C D

I 0] % * *
11 * * 4 *
I11 * 1] * *
IAY% * * % 2]

There is only one assignment in the table. Make the assignment.

Table 4.15: Final Assignment

A B C D

I 0] * % %
I1 * * 4] %
111 * 1] % %
|AY * * * 2]
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Since each row and column has only one assignment, the solution is

optimal.

The Optimal Assignment is given below:

Table 4.16: Optimal Assignment Table

Assignment Assignment Cost
I—- A 1
II — C 10
IIT — B 5
IV - D 5
Total Assignment cost 21

Example 4.2.2: Consider the Assignment Problem of assigning four

salesmen to four areas. The assignment costs are given as follows:

Table 4.17: Assignment Problem 2

Area
Salesman
W X Y 7
A 11 17 8 16
B 9 7 12 6
C 13 16 15 12
D 14 10 12 11
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Solution:

(a) By Hungarian algorithm

Since, the number of rows is equal to the number of columns, the
problem is a balanced Fuzzy Assignment Problem. Locate the small-
est cost in each row and subtract the same cost from each cost in the

corresponding row.

Table 4.18: Reduced cost matrix with zero in every row
W X Y Z

O Q W
=~ = W W
W oY O
_ o O o

9
1
4
0

Locate the smallest cost in each column and subtract the same cost

from each cost in the corresponding column.

Table 4.19: Reduced cost matrix with zero in every row and column

U X Y Z

= W o O
= o O o

9
1
4
0

O Q © »=
W O NN
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Table 4.20: Making Assignment

W X Y Z
A 2 9 (0] 8
B 2 1 6 [0]
c | [0 4 3 N
D 3 0] 1 1

Since each row and each column has only one assignment, the prob-
lem has an optimal solution. The Optimal Assignment is given below:

Table 4.21: Optimal Assignment Table

Salesman Assigned to Area  Assignment Cost
A — Y 8
B — Z 6
C — W 13
D — X 10
Total Assignment cost 37

(b) By Stephen’s Algorithm

Since the number of rows is equal to the number of columns, the given
problem is a balanced Assignment Problem. Locate the smallest cost
in each column and subtract the same cost from each cost in the

corresponding column.
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Table 4.22: Reduced Cost Matrix with Zero in each column

O Q w »=

W X Y Z
2 10 0 10
0 0 4 0
4 9 7 6
5 3 4 ot

73

Since third and fourth row do not have zeros, the solution is not

optimal.
Table 4.23: Finding Penalties 1

W X Y Z

A 2 10 0 10

B 0 0 4 0

C 4 9 7 6

D 5 3 4 5

Penalty 2] 3] [4] 5]

Penalty

2]
0]
2]

]

[
[
[
1

Since the largest penalty is 5, choose the corresponding column. Here,

the smallest assignment cost is 0. Therefore, make the assignment.

Table 4.24: Making Assignment 1

O Q W »=

W X Y Z
2 10 0 *
* * * 0]
4 9 7 *
5 3 4 *
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Table 4.25: Finding Penalties 2

W X Y Z Penalty
A 2 10 0 * 2]
B % * * 0] -]
C 4 9 7 * 3]
D 5 3 4 * 1]
Penalty 2] 6] 4] [—]

Since the largest penalty is 6, choose the corresponding column. Here,

the smallest assignment cost is 3. Therefore, make the assignment.

Table 4.26: Making Assignment 2

W X Y 7
A 2 * 0 *
B * % * 0]
C 4 * 7 %
D * 3] * *

Table 4.27: Finding Penalties 3

W X Y Z Penalty
A 2 * 0 * 2]
B * * * 0] [—]
C 4 * 7 * 3]
D * 3] * s -]

Penalty 2] [—] 7] [—]
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Since the largest penalty is 7, choose the corresponding column. Here,

the smallest assignment cost is 0. Therefore, make the assignment.

Table 4.28: Making Assignment 3

W X Y Z
A ] ] 0] ]
B ] ] . 0]
C 4 x " x
D i 3] ] x

There is only one assignment in the table. Therefore make the as-

signment.

Table 4.29: Final Assignment

W X Y Z
A ] ] 0] ]
B ] ] * 0]
C | [ . ] "
D . 3] ] "

Since each row and each column has only one assignment, the prob-

lem has an optimal solution.
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The optimal Assignment is given below:

Table 4.30: Optimal Assignment Table

Salesman assigned to Area  Assignment Cost
A — Y 8
B — Z 6
C — W 13
D — X 10
Total Assignment cost 37

4.3 Solving Fuzzy Assignment Problem
using Distinct Approach

In this section, a computational procedure is formulated to solve the

Fuzzy Assignment Problem with GQFNs.

4.3.1 Computational procedure

Step 1: Check whether, the number of sources is equal to the num-
ber of destinations; if it is not equal, add a dummy row or

dummy column with zeros in assignment matrix.
Step 2: Convert the fuzzy assignment cost into crisp values.

Step 3: Locate the smallest element in each column.
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Step 4:

Step 5:

Step 6:

Step 7:

4.3.2

If each column and each row has only one assignment, op-

timal solution is reached. Otherwise go to step 5.

If any row has more than one assignment, find the penalty.

Identify the maximum penalty, from the identified row or
column choose the smallest element and make the assign-
ment then omit the corresponding row and column values
except the assignment value. If there is a tie in the maxi-
mum penalty, find difference between the next smallest el-

ements.

Continue the process until each column and each row has

only one assignment.

Numerical Illustration

In this section, the Assignment Problem is solved with Generalized

Quadrilateral Fuzzy Numbers.

Example 4.3.1: Consider the fuzzy assignment problem of assign-

ing four workers to four jobs. Assigning costs are represented by

Generalized Quadrilateral Fuzzy Numbers and given in matrix form

in table 4.31. Find the fuzzy optimal assignment.



Solution:

Since, the number of rows is equal to the number of columns, the given problem is a balanced Fuzzy Assign-

ment Problem.

Table 4.31: Fuzzy Assignment Problem

Workers 71 72 o 13 74
A (3,5,6,7:02,04)  (5,8,11,12;0.3,0.5)  (9,10,11,15:0.2,0.4) (5,8,10,11;0.3,0.5)
B (7.8,10,11:0.3,0.6)  (3,5,6,7:02,04)  (6.8,10,12:0.3,0.6)  (5,8,9,10:0.2,0.4)
C (2,4,5,6:02,04)  (5,7,10,11:0.3,0.6)  (3,11,13,15:0.2,0.4) (4,6,7,10:0.3,0.6)
D (6,8,10,12;0.3,0.6)  (2,5,6,7:0.2,0.5)  (5,7,10,11:0.3,0.5)  (2,4,5,7:0.2,0.4)
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Table 4.32: Converted Fuzzy Assignment Cost into Crisp Values

Workers J1 J2 o J3 J4
A 1.575 3.6 3.375 3.4
B 4.05 1.575 4.05 2.4
C 1.275 37125 3525 3.0375
D 4.05 1.75 3.3 1.35
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Table 4.33: Locating the Smallest element in each column

Workers J1 J2 o J3 J4
A (3,5,6,7:0.2,0.4)  (5,8,11,12;0.3,0.5) (9,10,11,15;0.2,0.4) (5,8, 10,11;0.3,0.5)
B (7,8,10,11:0.3,0.6)  (3,5,6,7,0.2,0.4)  (6,8,10,12;0.3,0.6)  (5,8,9,10;0.2,0.4)
C (2,4,5,6;0.2,0.4) (5,7,10,11;0.3,0.6) (8,11,13,15;0.2,0.4)  (4,6,7,10;0.3,0.6)
D (6,8,10,12;0.3,0.6)  (2,5,6,7;0.2,0.5)  (5,7,10,11;0.3,0.5) (2,4,5,7;0.2,0.4)

Since 4" row has more than one assignment, the solution is not optimal. Find the largest penalty. The
largest penalty is in the 4" column. The smallest value is (2, 4, 5, 7; 0.2, 0.4) and make the assignment in
(D, J4), then omit the other values.
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Table 4.34: Making the Assignment and deleting all other values in the corresponding rows and columns

Workers 71 P o 13 74
A (3,5,6,7:02,04)  (5.8,11,12:0.3,0.5) (9,10, 11,15:0.2,0.4) \
B (7.8,10,11:0.3,0.6)  (3,5,6,7:0.2,04)  (6,8,10,12:0.3,0.6) \
C (2,4,5,6:0.2,04)  (5,7,10,11:0.3,0.6)  (8,11,13,15:0.2,0.4) \
D * * * (2,4,5,7,0.2,0.4)
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Table 4.35: Again locating the smallest element in each column

Workers Jobs
J1 J2 J3 J4
A (3,5,6,7;0.2,04) (5,8,11,12;0.3,0.5) (9,10,11,15;0.2,0.4) *
B (7,8,10,11;0.3,0.6) (3,5,6,7;0.2,0.4) (6,8,10,12;0.3,0.6) %
C (2,4,5,6;0.2,04) (5,7,10,11;0.3,0.6) (8,11,13,15;0.2,0.4) *
D * * *

(2,4,5,7,0.2,0.4)

Now, each row and each column has only one assignment. Therefore optimal assignment has been reached.
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Table 4.36: Delete all values in the rows and columns except assignment values

Workers J1 J2 = J3 J4
A * % (9,10,11,15;0.2,0.4) x
B * (3,5,6,7;0.2,0.4) * *
C (2,4,5,6;0.2,0.4) x x «
D * * * (2,4,5,7;0.2,0.4)
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The optimal assignment and the corresponding assignment costs

are given below

Table 4.37: Optimal Assignment Table

Worker  Job Assignment cost
A 3 (9,10,11,15;0.2,0.4)
B 2 (3,5,6,7,0.2,0.4)
C 1 (2,4,5,6;0.2,0.4)
D 4 (2,4,5,7,0.2,0.4)

Minimum Assignment cost = (9, 10,11, 15;0.2,0.4) 4 (3,5,6,7;0.2,0.4)
4(2,4,5,6;0.2,0.4) + (2,4,5,7;0.2,0.4)
Minimum Assignment cost = (16, 23, 27, 35;0.2,0.4)

Rank of minimum Assignment cost = 7.575.



Chapter 5

On Fuzzy Travelling
Salesman Problem with

(Generalized
(Quadrilateral Fuzzy
Numbers

Abstract

In travelling salesman problem, travelling costs are represented as crisp values.
But in practice, it is impossible to express travelling costs as crisp values. In
this chapter, travelling costs are expressed as Generalized Quadrilateral Fuzzy
Numbers. Since Dynamic Programming is a mathematical tool for solving complex
problems, Dynamic Programming algorithms are applied to solve TSP and FTSP.

To validate this technique, few numerical examples are illustrated.

The part of the content of this chapter form the material of the paper published in
Malaya Journal of Mathematik, 2021, S(1): 448-450.
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5.1 Travelling Salesman Problem in Fuzzy

Environment

In this section, a matrix form of fuzzy travelling salesman problem

and its mathematical formulation have been presented.

5.1.1 Matrix form of Travelling Salesman Problem

with Fuzzy Parameters

Table 5.1: Fuzzy Travelling Salesman Problem

To
From : : , :
City 1 City 2 City 3 e City n
City 1 00 C12 C13 Cln
City 2 o 00 23 . Can
City 3 C31 C32 00 .. C3n
City n Cnt Cn2 Cn3 e 00

5.1.2 The Mathematical Formulation of Fuzzy

Travelling Salesman Problem
F=) D i@
i=1 j=1

subject to

n

oy =1, i=123,....n

J=1
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oy =1, j=123,....n
i=1

1 if the salesman travelling from ‘" city to j™* city
where z;; =

0 otherwise

¢;j = fuzzy travelling cost from it city to j7 city.

5.2 Solution for Travelling
Salesman Problem using Dynamic

Programming Algorithm

In this section, Dynamic Programming Algorithm is applied to solve
travelling salesman problem. The given procedure is applicable for
travelling salesman problem limited with four cities. The procedure
is extendable for travelling salesman problem with n-cities according

to our purpose.

5.2.1 Dynamic Programming Algorithm (DPA)
for Travelling Salesman Problem with four
cities

Stage 1:
¢(B,A) = Cpa
¢(C,A) = Coa

¢(D7A) - CDA
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Stage 2:
¢(C,[B]) = Ccp + Cpa
¢ (D, [B]) = Cpp + Cpa
¢ (B, [C]) = Cpc + Cea
¢ (D,[C]) = Cpc + Cea
¢ (B,[D]) = Csp + Cpa
¢ (C,[D]) = Cep + Cpa

Stage 3:

6(D.[B,C)) = min{Cpp+06(B,(C)),Cpe+a(C.[B) }
6(C.[B. D)) = min{Cep+6(B.[D]),Cop+6(D.[B)}

#(B.[C, D)) = min{Cpc+9(C,[D]).Cap + (D, [C]) }

Stage 4:
F = ¢(A7 [B,C,D])
= min{Cap + ¢(B,[C, D]),Cac + ¢(C, B, D)),
CAD + ¢(Da [Ba C])}
The minimum value is optimal travelling cost. The corresponding

route is the optimal travelling route.
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5.2.2 Numerical Illustrations

Example 5.2.1: Consider a travelling salesman problem: A sales-
man is planned to visit 4 cities. He would like to start his journey
from a particular city, visits each city only once and returns to the

home city. The travelling costs are given in table 5.2. Find the least

cost route.
Table 5.2: Travelling Salesman Problem 1
To
From
City A City B City C City D
City A 00 4 7 3
City B 4 00 6 3
City C 7 6 00 7
City D 3 3 7 00
Solution:
Stage 1:
¢ (B,A) = Cpa=4
o(C,A) = Coa=T7
¢ (D,A) = Cpy=3
Stage 2:

¢(C,[B]) = Cop+Cpa=6+4=10
gb(D,[B]) = Cpp+Cpa=3+4=7

gb(B,[C]) = Cpc+Cop=6+7=13
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o (D,[C]) = Cpe+Coa=7+7=14

¢(B,[D]) = Cpp+Cps=3+3=6

¢ (C,[D])) = Cep+Cpa=T+3=10

Stage 3:

¢ (D, |B,C])

¢(C, B, D])

¢(B,[C, D))

Stage 4:

min {CDB +¢(B,[C]),Cne + ¢(C, [B])}
min {34 13,7 + 10}

min {16, 17}

16

min {CCB +¢(B,[D]),Cop + ¢ (D, [BD}
min {6+ 6,7+ 7}

min {12, 14}

12

min {Cpe +6(C.1D]). Cop + 3 (D. 0]}
min {6 + 10,3 + 14}
man {16, 17}

16

F = ¢(A,[B,C,D])

= min{Cap+ ¢ (B,[C,D]),Cac + ¢ (C,[B, D]),

CAD+¢(D7 [B,C])}

= min{4+ 16,7+ 12,3 + 16}

= min {20,19,19}

= 19.
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The optimal routes are
A—-C—-B—D— Aand

A—-D—-B—-(C—= A.

The optimal travelling cost is 19.

Example 5.2.2: Consider a travelling salesman problem: A sales-
man has planned to visit 4 cities. He would like to start his journey
from a particular city, visits each city only once and returns to the

home city. The travelling costs are given in table 5.3. Find the least

cost route.
Table 5.3: Travelling Salesman Problem 2
To
From
City A City B City C City D
City A 00 2 5 7
City B 6 00 3 8
City C 8 7 00 4
City D 12 4 6 00
Solution:
Stage 1:

$(B,A) = Cpa=6
$(C,A) = Cop=8
6 (D,A) = Cpy=12
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Stage 2:
o (C,[B)) Cop+Cpa=T7+6=13
qb(D,[B]) Cpp+Cpa=4+6=10
o (B,[C]) Cpc+Cca=3+8=11
o (D,[C)) Cpc+Coy=6+8=14
gb(B, [D]) Cpp+Cpa=8+12=20
¢ (C,[D]) Cep+Cpa=4+12=16
Stage 3:
#(D,[B,C)) = min{Cop+6(B,[C)),Cpc+(C,[B) ]
= min{4+ 11,6+ 13}
= min{15,19}
= 15
6(C.1B,D)) = min{Cep+o(B,[D)),Cop+ (D, [B)}
= min{7+20,4+ 10}
= min {27,14}
= 14
#(B,(C, D)) = min{Cpc+6(C,[D)),Cop+6(D,[C))}

= min {3 + 16,8 + 14}

= min {19, 22}

= 19
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Stage 4:

F =¢(A,[B,C,D)])
=min{Cap + ¢ (B,[C,D]),Cac + ¢ (C,[B,D]),
Cap + ¢ (D,[B,C])}
= min {24+ 19,5+ 14,7 + 15}
= min {21, 19, 22}
=19.

The optimal route is
A—-C—-D—-B—A

The optimal travelling cost is 19.

5.3 Solution for Fuzzy Travelling
Salesman Problem using Dynamic

Programming Algorithm

In this section, Dynamic Programming Algorithm is applied to solve
travelling salesman problem with Generalized Quadrilateral Fuzzy
Numbers. The given procedure is applicable for travelling salesman
problem limited with four cities. But, the procedure is extendable for

travelling salesman problem with n-cities according to our purpose.
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5.3.1 Dynamic Programming Algorithm (DPA)
for Travelling Salesman Problem with Four

Cities in Fuzzy Environment

Stage 1:
&(BvA) - QgBA
é(cn A) = Q;CA
(5 (D7 A) - éDA
Stage 2:
&(C’, [B]) = (;CB + (;BA
QB(D» [B]) = (/BDB + </;BA
Cg(Ba C]) = dpc + doa
qB(D, C]) = dpc + dca
¢~)(Ba [D]) = Q;BD + Q;DA
gB(C, [D]) = $cp + dpa
Stage 3:
S(D.[B.C)) = min{dps+3(B.[C)).pc+6(C.[B))

3(C.[B. D)) = min{dcn+d(B.D) . dep + 6 (D, [B)}

3(B.[C.D]) = min{dsc+5(C.ID)).dpn+(D.[C))
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Stage 4:

E

¢ (A, [B,C, D])
min{¢ap + ¢(B,[C, D)),
dac + &(C,[B, D)), dap + ¢(D, B, C])}

The minimum value is fuzzy optimal travelling cost. The corre-

sponding route is the optimal travelling route.

5.3.2 Numerical Illustrations

Example 5.3.1: Consider a Fuzzy Travelling Salesman Problem: A
salesman has planned to visit 4 cities. He would like to start his
journey from a particular city, visits each city only once and returns
to the starting city. The travelling costs are given in table 5.4. Find

the least cost route for Fuzzy Travelling Salesman Problem.



Table 5.4: Fuzzy Travelling Salesman Problem 1

To
From
A B C D
A 00 (4,6,8,10;0.4,0.6) (5,7,9,11;0.3,0.5) (6,8,10,12;0.2,0.6)
B (4,6,8,10;0.4,0.6) 00 (2,4,6,8;0.5,0.8) (1,3,5,7;0.5,0.7)
C (5,7,9,11;0.3,0.5) (2,4,6,8;0.5,0.8) 00 (3,5,7,9;0.4,0.7)
D (6,8,10,12;0.2,0.6) (1,3,5,7;0.5,0.7) (3,5,7,9;0.4,0.7) 00

SNAOD Ypm wa[qoaJ ueuwisafeg Sul[[oaedi], Azznj uQ :¢ y»H
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Solution:

Stage 1:

$(B,A) = dpa=(4,6,8,10;0.4,0.6)
$(C,A) = dea=(5,7,9,11;0.3,0.5)

$(D,A) =dpa=(6,8,10,12;0.2,0.6)
Stage 2:

$(C,[B]) = dop + dpa = {(2,4,6,8:0.5,0.8) + (4,6,8,10;0.4,0.6)}
— (6,10, 14, 18;0.4, 0.6)

& (D,[B]) = ¢pp + dpa = {(1,3,5,7;0.5,0.7) + (4,6,8,10;0.4,0.6)}
= (5,9,13,17;0.4,0.6)

¢ (B,[C]) = dpc + dca ={(2,4,6,8,0.5,0.8) + (5,7,9,11;0.3,0.5)}
= (7,11,15,19;0.3,0.5)

¢ (D,[C]) = dpc + dca = {(3,5,7,9;0.4,0.7) + (5,7,9,11;0.3,0.5)}
— (8,12,16,20;0.3,0.5)

& (B,[D]) = égp + dpa = {(1,3,5,7:0.5,0.7) + (6,8,10,12;0.2,0.6)}
= (7,11,15,19;0.2,0.6)

$(C,[D]) = dcp + dpa = {(3,5,7,9:0.4,0.7) + (6,8,10,12;0.2,0.6)}

= (9,13,17,21;0.2,0.6).
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Stage 3:

3(D.[B.CY) = min{dps+6(B.C))dpe +6(C.(B)}
=min{(1,3,5,7;0.5,0,7) + (7,11,15,19;0.3,0.5),
(3,5,7,9;0.4,0.7) + (6,10, 14, 18;0.4,0.6)}
— min{(8,14, 20, 26;0.3,0.5), (9,15, 21,27;0.4,0.6)}

= (8,14, 20,26;0.3,0.5)

Similarly,

#(C,[B,D)) =min{dop+a (B, (D)), den+ (D, [B)}

= min {(7,10,11,15;0.4,0.5) + (9,13, 15,23:0.2,0.3),
(5,7,8,11;0.3,0.4) 4 (13,18, 20,29;0.3,0.4)}

— min {(16, 23, 26, 38;0.3,0.4), (18, 25, 28, 40;0.3,0.4)}

= (9,15,21,27:0.2,0.6)

3(B.[C. D)) = min{dnc+(C.D]), dup+ (D)}

= min {(7,1011,14;0.4,0.5) + (11, 16, 18,26;0.3,0.4),
(3,4,5,8:0.2,0.3) + (11,13,16,24;0.3,0.4)}

= min {(18,26,29,40;0.3,0.4), (14,17, 21,32;0.2,0.3)}

— (9,15,21,27;0.3,0.5)
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Stage 4:

F =¢(A,[B,C, D))
= min{éAB + Q;<Ba [07 D])v
QgAC' + QE(Ov [Bv D])) QNSAD + é(Da [B7 CD}

= min{(4,6,8,10;0.4,0.6) + (9, 15,21, 27;0.3,0.5),
(5,7,9,11;0.3,0.5) + (9, 15,21, 27; 0.2, 0.6),
(6,8,10,12;0.2,0.6) + (8, 14, 20, 26;0.3,0.5)}

= min{(13,21,29,37;0.3,0.5), (14, 22, 30, 38; 0.2, 0.5)}

= (14,22, 30, 38;0.2, 0.5).

The optimal routes are
A—-C—-B—D— Aand
A—-D—-B—-C—A

The fuzzy optimal travelling cost is (14, 22, 30, 38;0.2,0.5).
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Example 5.3.2: Consider a Fuzzy Travelling Salesman Problem: A

salesman has planned to visit 4 cities. He would like to start his

journey from a particular city, visits each city only once and returns

to the starting city. The travelling costs are given in table 5.5. Find

the least cost route for Fuzzy Travelling Salesman Problem.



Table 5.5: Fuzzy Travelling Salesman Problem 2

To
From
A B C D
A 00 (5,8,11,12;0.4,0.6) (9,10,11,15;0.2,0.4) (5,8,10,11;0.4,0.6)
B (7,8,10,11;0.4,0.6) 00 (6,8,10,12;0.4,0.6) (5,8,9,10;0.3,0.5)
C (2,4,5,6;0.2,0.4) (5,7,10,11;0.4,0.6) 00 (4,6,7,10;0.2,0.5)
D (6,8,10,12;0.4,0.6) (2,5,6,7;0.3,0.5) (5,7,10,11;0.4,0.6) 00

SNAOD Ypm wa[qoaJ ueuwisafeg Sul[[oaedi], Azznj uQ :¢ y»H
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Solution:

Stage 1:

$(B,A) = dpa = (7,8,10,11;0.4,0.6)
G (C,A) =dca =(2,4,5,6;0.2,0.4)

$(D,A) = dpa = (6,8,10,12;0.4,0.6)
Stage 2:

$(C,[B]) = dcp + dpa = {(5,7,10,11;0.4,0.6) + (7,8,10,11;0.4,0.6)}
— (12,15, 20, 22; 0.4, 0.6)

& (D,[B]) = ¢pp + dpa = {(2,5,6,7;0.3,0.5) + (7,8,10,11; 0.4, 0.6)}
= (9,13, 16,18;0.3,0.5)

$(B,[C]) = dpe + dea = {(6,8,10,12;0.4,0.6) + (2,4,5,6;0.2,0.4)}
— (8,12,15,18;0.2,0.4)

$(D,[C)) = dpc + dea = {(5,7,10,11;0.4,0.6) + (2,4, 5,6;0.2,0.4)}
— (7,11,15,17;0.2,0.4)

& (B,[D]) = dsp + dpa = {(5,8,9,10;0.3,0.5) + (6,8, 10,12;0.4,0.6)}
— (11,16, 19,22;0.3,0.5)

¢ (C,[D]) = ¢cp + dpa = {(4,6,7,10;0.2,0.5) + (6,8,10,12;0.4,0.6)}

= (10, 14,17,22;0.3,0.5).
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Stage 3:

¢(D,[B,C])

Similarly,

¢(C, B, D))

¢(B,[C, D)

= min {p + 6 (B,[C)) , dvc + 6 (C.[B) |

— min{(2,5,6,7;0.3,0.5) + (8,12,15,18;0.2,0.4),
(5,7,10,11;0.4,0.6) + (12,15, 20,22;0.4,0.6)}

= min{(10,17,21,25:0.2,0.4), (17,22, 30, 33;0.4,0.6)}

= (10,17, 21, 25;0.2, 0.4)

= min {dop + 6 (B,[D)), dep + 6 (D, [B)) |

= min{(5,7,10,11;0.4,0.6) + (11, 16, 19,22;0.3,0.5),
(4,6,7,10;0.2,0.5) + (9,13, 16, 18;0.3,0.5)}

— min{(16,23,29,33;0.3,0.5), (13,19, 23,28:0.3,0.5)}

= man {éBC +¢ (¢, [D]) ,¢pp + ¢ (D, [CD}

= min{(6,8,10,12;0.4,0.6) + (10, 14,17,22;0.3,0.5),
(5,8,9,10;0.3,0.5) + (7,11,15,17;0.2,0.4)}

= min{(16,22,27,34;0.3,0.5), (12,19,24,27;0.2,0.4)}

= (12,19, 24, 27;0.2,0.4)
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Stage 4:

F =¢(A[B,C,D))
= min{ap + (B, [C, D)),
dac + &(C.[B, D)), ap + o(D,[B,C])}
— min{(17,27,35,39:0.2,0.4), (22,29, 34, 43; 0.2, 0.4),
(15,25,31,36:0.2,0.4)}
— (15,25,31,36;0.2,0.4).

The optimal travelling routeis A - D —- B —-C — A

The optimal travelling cost is (15,25, 31,36;0.2,0.4).

5.3.3 Results

In this section, the results of TSP and FTSP are given in table 5.6.

Table 5.6: Optimal Solution

Examples Optimal Sequence Total Travelling Cost

Example 1 A—-C—-B—->D— A 19

A-D—-B—-C—=A
Example 2 A—-C—-D—-B— A 19

Example 3 A=C=2B=D=4 4993038 0.2,05)

A—-D—B—C— A
Example 4 A—-D—-B—-C—A (15,25,31,36;0.2,0.4)




Chapter 6

On Travelling Salesman
Problem with DSD
Approach

Abstract

This chapter aims to describe a new and efficient approach named as DSD approach
to solve Travelling Salesman Problem and it is validated through illustrations. To
prove the significance of the new method, the result of the Dynamic Programming
Algorithm is compared with DSD approach. DSD approach is extended to solve
Fuzzy Travelling Salesman Problem. The advantage of this approach is very easy
to understand and number of steps is very less and fairly short in computational

time.

The part of the content of this chapter form the material of the paper will be appeared in

South East Asian Journal of Mathematics and Mathematical Sciences.
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6.1 Solving Travelling Salesman Problem

using DSD Approach

In this section, Dynamic Programming procedure and DSD approach

are reviewed.

6.1.1 Dynamic Programming Algorithm (DPA)

for Four Cities

Since Dynamic Programming Algorithm was discussed in chapter 5,

the algorithm has been left in this Chapter.
6.1.2 DSD Approach for Solving Travelling
Salesman Problem

Phase 1

Step 1: Find the lowest travelling cost from three cities to first city.
Fix the lowest travelling cost. The cities are denoted by

circles(nodes) and the cities are connected by arrow.
Step 2: Find the remaining two possibilities from the latest city.
Step 3: Find the rest of the final possibilities.

Step 4: Go to the starting node.
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Step 5: Find the two possible routes.

Phase 11

Step 1: Find the lowest travelling cost from first city to other three
cities. Fix the lowest travelling cost. The cities are denoted

by circles(nodes) and the cities are connected by arrow.

Step 2: Find the remaining two possibilities from the latest city.

Step 3: Find the rest of the final possibilities.

Step 4: Go to the starting node.

Step 5: Find the two possible routes.

Finally, Find the least possible route cost among the two phases. The
least cost is called optimal travelling cost. The corresponding route
is the optimal route.

Note: If there is a tie in step 1, take the two possible routes and do

the same process for it.

6.1.3 Numerical Illustrations

To illustrate the effectiveness of DSD method, TSP is solved by
Dynamic Programming Algorithm and DSD Approach.
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Example 6.1.1: Solve the following travelling salesman problem

with four cities and find the least cost route for TSP.

Table 6.1: Travelling Salesman Problem 1

To
From
City A City B City C City D
City A 00 3 6 2
City B 3 00 5 2
City C 6 5 00 6
City D 2 2 6 00
Solution:

a) Solution by Dynamic Programming Algorithm

Stage 1:
¢»(B,A) = Cpa=3
o (C,A) = Coa=6
¢ (D,A) = Cpy=2
Stage 2:

= Cop+Cpyg=5+3=28

)

) = Cpp+Cpa=2+3=5
) = Cpe+Coa=5+6=11
)

= Cpc+Coa=6+6=12
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¢(B,[D]) = Cpp+Cpa=2+2=4
o (C,[D])) = Cop+Cpa=6+2=38

Stage 3:

¢ (D,[B,C]) = min{Cpp+ ¢ (B,[C]),Cpc + ¢ (C,[B])}
— min{2+4 11,6+ 8}
= min{13,14}
= 13

¢ (C,[B,D]) = min{Ccp+ ¢ (B,[D]),Ccp + ¢(D,[B])}
— min{5+4,6+5}
= min{9,11}
=9

¢ (B,[C,D]) = min{Cpc+ ¢(C,[D]),Cpp+ ¢ (D,[C])}
= min {5+ 8,2+ 12}
= min{13,14}
= 13

Stage 4:

F = ¢(A[B,C,D]) = min{¢(A, B) + ¢(B, [C, D), $(A, C)
+¢(C,[B, D)), +¢(A, D) + ¢(D, [B,C])}
= min{3+13,6+9,2+ 13}
= min {16, 15,15}
= 15.
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The optimal routes are
A—-C—-B—D— Aand
A-D—-B—-C—=A

The optimal travelling cost is 15.

The problem has multiple solutions.

b) Solution by DSD Approach

Phase 1

Step 1: Finding the minimum fuzzy value from three cities to

city A:

B—A=3
C—+A=6
D—A=2

Minimum travelling cost is D — A.

Fix the assignment.

109

Step 2: The remaining two possibilities are A -+ B and A — C.

Step 3: The final possibilities are B — C and C — B.

Step 4: Go to the starting node i.e., C' — D and B — D.

Step 5: The two possible routes:
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Figure 6.1: Problem 1: Phase I: Possible Sequence

Table 6.2: Phase I: Possible sequence and Travelling cost

Possible Sequence Travelling Cost
A—-B—-C—-D—A 16
A—-C—-B—-D—=A 15

Phase 11

Step 1 Find minimum fuzzy value from city A to rest of the 3 cities:

A—-B=3
A—-C=6
A= D=2

Minimum travelling cost is A — D.

Fix the assignment.

Step 2: The remaining two possibilities are D — B and D — C.

Step 3: The final possibilities B — C' and C' — B.

Step 4: Go to the starting node i.e., C' — A and B — A.
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Step 5: The two possible routes:

Figure 6.2: Problem 1: Phase II: Possible Sequence

Table 6.3: Phase II: Possible sequence and Travelling cost

Possible Sequence Travelling Cost
A—-D—-B—-C—=A 15
A—-D—-C—-B—A 16

Table 6.4: Results of Phase I and Phase 11

Phases Possible Sequence  Travelling Cost

A—-B—-C—=D=A 16
Phase I

A—-C—-B—=D—=A 15
Phase TI A—-D—->B—->(C—=A 15

A—-D—->C—-B—-A 16
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Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding
route is the optimal route.

The minimum total travelling cost is 15.

Therefore, the optimal routes are
A—-C—-B—D— Aand
A—-D—B—C— A

The optimal travelling cost is 15.

Note: The problem has multiple solutions.

Example 6.1.2: Consider the fuzzy travelling salesman problem: A
salesman has planned to visit four cities. He would like to start his
journey from a particular city, visits each city only once and return
to the starting city. The travelling costs are given in the table below.

Find the least cost route for the TSP.

Table 6.5: Travelling Salesman Problem 2

To
From
City A City B City C City D
City A 00 46 16 40
City B 41 00 50 40
City C 82 32 00 60

City D 40 40 36 00
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Solution:

a) Solution by Dynamic Programming Algorithm

Stage 1:
6(B,A) = Cpy—41
¢(C,A) = Coa =82
¢ (D,A) = Cpas =40
Stage 2:
6(C.[B) = Cop+Cpa=32+41 =73
6(D,[B]) = Cpp+Cpa=40+41 =81
¢ (B,[C]) = Cpe+ Coa=50+82=132
¢ (D,[C]) = Cpc+Coa=36+82=118
gb(B,[D]) = Cgp +Cpsa=40+40 =80
¢ (C,[D]) = Cep+ Cpa =60+ 40 =100
Stage 3:

6(D.[B,C)) = min{Cpp+06(B,(C)),Cpe+a(C.[B)}
= min {40 + 132,36 + 73}
= min {172,109}

= 109
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#(C,[B,D)) = min{Con+6(B,[D]),Cen+ (D, [B)}
= min {32 + 80,60 + 81}
= min {112,141}
= 112

¢ (B,(C, D)) = min{Cpc+6(C,[D),Cpp+ (D, [C])}
— min {50 + 100, 40 + 118}
— min {150,158}

= 150

Stage 4:

F = 6(A,[B,C,D]) = min{6(A, B) + 6(B,[C, D]), (4, C)
+6(C,[B, D)), 6(A, D) + 6(D, [B,C])}
= min{46 + 150,16 + 112,40 + 109}
= min{196, 128,149}
= 128.
The optimal routeis A - C - B —-D — A
The optimal travelling cost is 128.

The problem has no multiple solutions.
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b) Solution by DSD Approach

Phase 1

Step 1 Finding the minimum fuzzy value from three cities to

city A:

B — A=141
C—-A=82
D — A=40

Minimum travelling cost is D — A.

Fix the assignment.

Step 2: The remaining two possibilities are A — B and A — C.

Step 3: The final possibilities are B — C and C' — B.

Step 4: Go to the starting node i.e., C' — D and B — D.

Step 5: The two possible routes.

50

60
> D 196

40

46
40

16 C

ONO

32

Figure 6.3: Problem 2: Possible Route 1
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Table 6.6: Phase I: Possible Sequence and Travelling cost

Possible Sequence Travelling Cost
D—-A—-B—-C—D 196
D—-A—-C—-B—=D 128

Phase I1
Step 1 Finding the minimum fuzzy value from city A to rest of the
3 cities.
A— B =46
A—C=16
A— D =40

Step 2:

Step 3:

Step 4:

Step 5:

Minimum travelling cost is A — C.

Fix the assignment.

The remaining two possibilities are C' — B and C' — D.

The final possibilities are B — D and D — B.

Go to the starting node i.e., D — A and B — A.

The two possible routes.
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Figure 6.4: Problem 2: Possible Route 2

Table 6.7: Phase II: Possible sequence and Travelling cost

Possible Sequence Travelling Cost
A—-C—-B—-D—A 128
A-C—-D—-B—=A 157

Table 6.8: Results of Phase I and Phase 11

Phases Possible Sequence Travelling Cost
D—-A—-B—-C—=D 196

Phase I
D—-A—-C—-B—D 128

Phase 11 A—-C—-B—-D—=A 128
A-C—-D—-B—=A 157

Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding
route is the optimal route.

The minimum travelling cost is 128.

Therefore, the optimal routeis A - C —- B — D — A.
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The optimal travelling cost is 128.

Note: The problem has no multiple solutions.

6.2 Solving Travelling Salesman Problem
using DSD Approach in Fuzzy

Environment

In this section, DSD Approach is applied on Fuzzy Travelling Sales-

man Problem.

Phase 1

Step 1: Find the lowest fuzzy travelling cost from 3 cities to first
city. Fix the lowest fuzzy travelling cost. The cities are
denoted by circles (node) and travelling costs are denoted

by arrows.
Step 2: Find the remaining two possibilities from the latest city.
Step 3: Find the rest of the final possibilities.
Step 4: Go to the starting node.

Step 5: Find the two possible routes.
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Phase 11

Step 1: Find the lowest fuzzy travelling cost from city A to three
cities. Fix the lowest fuzzy travelling cost. The cities are
denoted by circles (node) and travelling costs are denoted

by arrows.

Step 2: Find the remaining two possibilities from the latest city.

Step 3: Find the rest of the final possibilities.

Step 4: Go to the starting node.

Step 5: Find the two possible routes.

Finally, Find the least possible fuzzy route cost among the two phases.
The least fuzzy cost is called optimal travelling cost. The correspond-
ing route is the optimal route.

Note: If there is a tie in step 1, take the two possible routes and do

the same process for it.

6.2.1 Numerical Illustrations

Example 6.2.1: Consider a fuzzy travelling salesman problem: A
salesman has planned to visit four cities. He would like to start his
journey from a particular city, visits each city only once and return
to the starting city. The travelling costs are given in the table below.

Find the least cost route for FTSP.



Table 6.9: Fuzzy Travelling Salesman Problem 1

From To
A B C D
A 00 (8,9,10,13;0.5,0.6) (3,6,8,13;0.2,0.3) (7,8,9,12;0.4,0.5)
B (7,9,10,14;0.4,0.5) 00 (7,10,11,14;0.4,0.5) (3,4,5,8;0.2,0.3)
C (6,7,8,11;0.3,0.4) (7,10,11,15;0.4,0.5) o0 (5,7,8,11;0.3,0.4)
D (6,9,10,15;0.3,0.4) (6,9,11,15;0.3,0.4) (5,6,8,13;0.3,0.4) o0

yoeoaddy (S YHM swd[qoIJ uewisa[esg Sui[[oAaed], uQ :9°YD

0cT
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Solution: a) Solution by Dynamic Programming Algorithm

Stage 1:
$(B,A)=dpa = (7,9,10,14;0.4,0.5)
$(C,A) = doa = (6,7,8,11;0.3,0.4)
$(D,A)=dps = (6,9,10,15;0.3,0.4)
Stage 2:

& (C,[B]) = dep + dpa = {(7,10,11,15;0.4,0.5)
+(7,9,10,14; 0.4, 0.5)}
— (14,19,21,29;0.4,0.5)
&(D,[B]) = dpp + dpa = {(6,9,11,15:0.3,0.4)
+(7,9,10,14; 0.4,0.5)}
— (13,18,21,29;0.3,0.4)
6 (B,[C)) = dpc + dca = {(7,10,11,14;0.4,0.5)
+(6,7,8,11;0.3,0.4)}
— (13,17,19,25;0.3,0.4)
¢(D,[C]) = dpc + dca = {(5,6,8,13;0.3,0.4)
4(6,7,8,11;0.3,0.4)}
— (11,13,16,24;0.3,0.4)
¢ (B,[D)) = épp+dpa = {(3,4,5,8;0.2,0.3)
+(6,9,10,15;0.3,0.4)}
— (9,13,15,23;0.2,0.3)
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¢ (C, D)) = dep +dpa = {(5,7,8,11;0.3,0.4)

Stage 3:

¢ (D, |B,C])

Similarly,

¢(C, B, D))

+(6,9,10,15;0.3,0.4)}
— (11,16, 18,26;0.3,0.4)

= min {pn + &5, [C]), dpo + (C, [B))}

= min {(6,9,11,15:0.3,0.4) + (13,17, 19,25;0.3,0.4)
(5,6,8,13:0.3,0.4) + (14,19, 21,26:0.4,0.5)}

= min {(19, 26, 30, 40; 0.3, 0.4), (19, 25, 29, 39; 0.3, 0.4)}

= min {dcp + BB, D)), den + 4(D, [B)) §

= min{(7,10,11,15;0.4,0.5) + (9, 13,15, 23;0.2,0.3),
(5,7,8,11;0.3,0.4) + (13,18,20,29;0.3,0.4)}

— min {(16,23,26,38;0.3,0.4), (18, 25, 28, 40;0.3,0.4)}

= (16,23, 26, 38;0.3,0.4)

= min {dpc + H(C. [D)). oo + H(D. O]}

= min{(7,10,11,14;0.4,0.5) + (11,16, 18, 26; 0.3,0.4),
(3,4,5,8;0.2,0.3) + (11,13,16,24:0.3,0.4)}

= min {(18,26,29,40;0.3,0.4), (14,17, 21, 32;0.2,0.3)}

= (14,17,21,32;0.2,0.3)
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Stage 4:

F = ¢(A,[B,C,D])

— min {&(4, B) + (B,[C, D)), 4(4, )
+9(C.[B, D)), d(4, D) + (D, [B,C)) }

= min{(8,9,10,13;0.5,0.6) + (14,17,21,32;0.2,0.3),
(3,6,8,13;0.2,0.3) + (16, 23, 26, 38;0.3,0.4),
(7,8,9,12;0.4,0.5) + (19, 25,29, 39, 0.3, 0.4)}

= min{(22,26,31,45;0.2,0.3), (19,29, 34,51;0.2,0.3),
(26, 33,38,53;0.3,0.4) }

= (19,29,34,51;0.2,0.3).

The optimal travelling routeis A = C - B -+ D — A

The optimal fuzzy travelling cost is (19,29, 34, 51;0.2,0.3).

b) Solution by DSD Approach
Phase I
Step 1: Finding the minimum fuzzy value from three cities to city
A using ranking function
B — A=(7,9,10,14;0.4,0.5)
C —A=(6,7,8,11;0.3,0.4)

D — A= (6,9,10,15;0.3,0.4)
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Minimum Travelling cost is C' — A.

Fix the assignment.

Step 2: The remaining two possibilities are A — B and

A— D.

Step 3: The final possibilities are B — D and D — B.

Step 4: Go to the starting node i.e., D — C' and B — C.

Step 5: The two possible routes:

Figure 6.5: FTSP 1: Possible Route 1

Table 6.10: Phase I: Possible Sequence and Fuzzy Travelling Cost

Possible Sequence Fuzzy Travelling Cost

C—>A—-B—->D—=C (22, 26, 31, 45; 0.2, 0.3)
C—A—-D—-B—C (26, 34, 39, 52; 0.3, 0.4).
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Phase I1
Step 1: Finding the minimum fuzzy value from city A to rest of
the 3 cities.
A — B=1(8,9,10,13;0.5,0.6)
A—C=(3,6,8,13;0.2,0.3)
A— D =(7,8,9,12;0.4,0.5)
Minimum travellig cost is A — C.

Fix the assignment.

Step 2: The remaining two possibilities are C' — B and

C — D.
Step 3: The final possibilities are B — D and D — B.
Step 4: Go to the starting node i.e., D — A and B — A.

Step 5: The two possible routes:

Figure 6.6: FTSP 1: Possible Route 2
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Table 6.11: Phase II: Possible Sequence and Fuzzy Travelling Cost

Possible Sequence Fuzzy Travelling Cost
A—-C—-B—-D—=A (19, 29, 34, 51; 0.2, 0.3)
A—-C—-D—-B— A (21, 31, 37, 53; 0.2, 0.3)

Table 6.12: Results of Phase I and Phase 11

Phases Possible Sequence

Travelling Cost

C—-A—-B—-D-—=C
C—-A—-D—=B-=C

Phase |

A—-C—=B—-D-—A
A—-C—-D—-B—=>A

Phase 11

22, 26, 31, 45; 0.2, 0.3
26, 34, 39, 52; 0.3, 0.4

19, 29, 34, 51: 0.2, 0.3

(
(
(
(21, 31, 37, 53; 0.2, 0.3

)
)
)
)

Finally, finding the least possible route cost among the two phases.

The least cost is called optimal travelling cost. The corresponding

route is the optimal route.

Therefore, the optimal routeis A - C — B - D — A.

The optimal fuzzy travelling cost is (19,29, 34,51;0.2,0.3).

Note: The problem does not have multiple solutions.

Example 6.2.2: Consider the fuzzy travelling salesman problem: A

salesman has planned to visit four cities. He would like to start his

journey from a particular city, visits each city only once and return

to the starting city. The travelling costs are given in table 6.13. Find

the least cost route for FTSP.



Table 6.13: Fuzzy Travelling Salesman Problem 2

From To
A B C D
A 00 (8,9,10,19;0.4,0.6) (3,6,8,14;0.2,0.4) (7,8,9,17;0.4,0.6)
B (7,9,10,19;0.4,0.6) 00 (7,10,11,21;0.4,0.6) ((3,4,5,9;0.3,0.5)
C (6,7,8,15;0.2,0.4) (7,10,11,13;0.4,0.6) 00 (5,7,8,10;0.2,0.5)
D (6,9,10,19;0.4,0.6) (6,9,10,19;0.3,0.5) (5,6,8,14;0.4,0.6) 00

yoeoaddy (S YHM swd[qoIJ uewisa[esg Sui[[oAaed], uQ :9°YD

Lel
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Solution: b) Solution by Dynamic Programming Algorithm

Stage 1:
95(3714) = QBBA = (7,9,10,19;0.4,0.6)
$(C,A) =doa = (6,7,8,15;0.2,0.4)
é(D,A)=dps = (6,9,10,19;0.4,0.6)
Stage 2:

& (C,[B)) = ¢op+ dpa = {(7,10,11,13;0.4,0.6)
4(7,9,10,19;0.4,0.6)}
— (14,19,21,32;0.4,0.6)
¢(D,[B]) = ¢pp + ¢pa = {(6,9,10,19;0.3,0.5)
+(7,9,10,19;0.4,0.6)}
— (13,18,21,39;0.3,0.5)
& (B,[C]) = dpc + dea = {(7,10,11,21;0.4,0.6)
+((6,7,8,15;0.2,0.4)}
= (13,17,19,36;0.2,0.4)
¢ (D,[C]) = ¢pc + dea = {(5,6,8,14;0.4,0.6)
+(6,7,8,15;0.2,0.4)}
= (11,13,16,29;0.2,0.4)
¢ (B,[D)) = épp +opa = {(3,4,5,9;0.3,0.5)
1(6,9,10,19;0.4,0.6)}
— (9,13,15,28;0.3,0.5)
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6(C,[D)) = op +dpa = {(5,7,8,10;0.2,0.5)

Stage 3:

¢ (D, [B,C])

Similarly,

¢(C, B, D))

+(6,9,10,19;:0.4,0.6)}
— (11,16,18,29;0.3,0.5).

= min {éps + (B, [C)), doc + 6 (C. [B]) |

= min {(6,9,10,19;0.3,0.5) + (13,17,19, 36;0.2, 0.4),
(5,6,8,14;0.4,0.6) + (14,19,21,32;0.4,0.6)}

= min {(19, 26,30, 56;0.2,0.4), (19, 25,29, 46; 0.4, 0.6)}

= (19, 26,30, 56;0.2, 0.4)

— min{(7,10,11,13;0.4,0.6) + (9, 13, 15, 28;0.3,0.5),

(5,7,8,10:0.2,0.5) + (13,18, 21,39; 0.3,0.5)}
— min{(16,23,26,41:0.3,0.5), (18, 25,29, 49: 0.3,0.5)}
— (16,23,26,41;0.3,0.5)
= min {quC +6(C,[D]), ¢sp + ¢ (D, [C])}
— min{(7,10,11,21; 0.4,0.6) + (11,16, 18,29: 0.3, 0.5),
(3,4,5,9:0.3,0.5) + (11, 13,16,29; 0.2, 0.4)}
— min{(18,26,29,50:0.3,0.5), (14, 17,21,38: 0.2, 0.4)}

= (14,17,21,38;0.2,0.4)



Ch.6: On Travelling Salesman Problems with DSD Approach 130

Stage 4:

F

¢ (4,[B,C,Dj)
min {&(A, B) +(B,[C, D)), (A, C)
+6(C, B, D)), &(A, D) + &(D, (B, C)) |

min{(8,9,10,19;0.4,0.6) + (14,17, 21, 38; 0.2, 0.4),
(3,6,8,14;0.2,0.4) + (16, 23,26,41;0.3,0.5),
(7,8,9,17;0.4,0.6) + (19, 26, 30, 56; 0.2, 0.4)}

min{(22,26,31,57;0.2,0.4), (19,29, 34, 55: 0.2, 0.4),
(26,34,39,73:0.2,0.4)}

(22,26,31,57;0.2,0.4).

The optimal travelling routeis A - B - D — C — A.

The minimum value optimal travelling cost is (22,26, 31,57;0.2,0.4).

b)Solution by DSD Approach

Phase 1

Step 1: Finding the minimum fuzzy value from three cities to city

A using ranking function
B — A=(7,9,10,19;0.4,0.6)
C—A=(6,7,8,15;0.2,0.4)

D — A= (6,9,10,19;0.4,0.6)
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Minimum travelling cost is C' — A.

Fix the assignment.

Step 2: The remaining two possibilities are A — B and

A—D.
Step 3: The final possibilities are B — D and D — B.
Step 4: Go to the starting node i.e., D — C' and B — C.

Step 5: The two possible routes:

Figure 6.7: FTSP 2: Possible Route 1

Table 6.14: Phase I: Possible sequence and Fuzzy Travelling cost

Possible Sequence Fuzzy Travelling Cost

C—>A—-B—>D—=>C (22,26,31,57;0.2,0.4)
C—+A—D—B—C (26,34,39,73:0.2,0.4)
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Phase 11

Step 1: Finding the minimum fuzzy value from city A to rest of the
three cities.
A— B=1(8,9,10,13;0.5,0.6)
A—C=(3,6,8,13;0.2,0.3)
A—D=(7,8,9,12;0.2,0.4)
Minimum travelling cost is A — C'.

Fix the assignment.

Step 2: The remaining two possibilities are C' — B and

C = D.

Step 3: The final possibilities are B — D and D — B.

Step 4: Go to the starting node i.e., D — A and B — A.

Step 5: Finding the two possible routes:

®

Figure 6.8: FTSP 2: Possible Route 2
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Table 6.15: Phase II: Possible Sequence and Fuzzy Travelling Cost

Possible Sequence Fuzzy Travelling Cost
A—-C—-B—-D—A (26,34,39,73;0.2,0.4)
A—-C—-D—-B— A (26,33,38,63;0.2,0.4)

Table 6.16: Results of Phase I and Phase 11

Phases Possible Sequence Travelling Cost
C—+A—B—-D-—=C (22,26,31,57;0.2,0.4)
Phase I
C—>A—-D—B—-C (26,34,39,73;0.2,0.4)
Phase 11 A—-C—->B—-D—A (26,34,39,73;0.2,0.4)
A—-C—-D—-B— A (26,33,38,63;0.2,0.4)

Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding
route is the optimal route.

Therefore, the optimal routeis A - B — D — C — A.

The optimal fuzzy travelling cost is (22,26, 31,57;0.2,0.4).

Note: Therefore, the problem does not have multiple solutions.



Chapter 7

On Fuzzy Travelling
Salesman Problem with
BCR Approach

Abstract

Travelling Salesman Problem (TSP) is one of the most significant optimization
problems and brings remarkable advances in recent years. The focus of this chapter
is to present a new approach named as BCR approach to solve both travelling
salesman problem and fuzzy travelling salesman problem. The BCR approach is
more understandable and applicable in real life situations. The main contribution
of this work is to reduce the computational time, which is illustrated through an

example.

The part of the content of this chapter form the material of the following paper will be appeared
in International Journal.

Solving Travelling Salesman Problem by BCR Approach in Fuzzy Environment.

134
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7.1 Solving Travelling Salesman Problem

using BCR Approach

In this section, BCR approach is proposed to solve Travelling Sales-
man Problem for five cities. To prove the efficiency of BCR approach,

few problems are solved by Hungarian algorithm and BCR approach.

7.1.1 BCR Approach for Solving Travelling

Salesman Problem

Let the cities are represented by circles and the distances or costs are

represented by arrows

Phase 1

Step 1: Find the minimum value from four cities to first city. Fix

the assignment.

Step 2: Find the next minimum value, which is continuation of con-

nected city in step 1.
Step 3: Find the remaining two possibilities from step 2.
Step 4: Connect the rest of the final possibilities.

Step 5: Go to the starting city.
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Step 6: Find the two possible routes.

Phase 11

Step 1: Find the minimum value from first city to rest of the four

cities. Fix the assignment.

Step 2: Find the next minimum value, which is continuation of con-

nected city in step 1.

Step 3: Find the remaining two possibilities from step 2.

Step 4: Connect the rest of the final possibilities.

Step 5: Go to the starting city.

Step 6: Find the two possible routes.

Finally, find the minimum travelling cost between two phases. The
minimum travelling cost is called optimal travelling cost. The corre-

sponding sequence is called optimal sequence.

Note: If there is a tie, take the two possibilities and do the same

process for it.
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7.1.2 Numerical Illustrations

To illustrate the proficiency of the proposed method, few travelling

salesman problems are solved by BCR approach.

Example 7.1.1: Consider the travelling salesman problem: A sales-
man has planned to visit five cities. He would like to start his journey
from a particular city, visits each city only once and returns to his
own city. The travelling cost is given in the table 7.1. Find the least

cost route.

Table 7.1: Travelling Salesman Problem with 5 cities

To
From

A B C D E
A 00 3 6 2 3
B 3 00 5 2 3
C 6 5 00 6 4
D 2 2 6 00 6
E 3 3 4 6 00

Solution:
a) Hungarian Method:

Since the number of rows is equal to number of columns, the problem

is a balanced assignment problem.



Ch.7: On Fuzzy Travelling Salesman Problem 138

Finding the smallest travelling cost from each row and subtract the

same from all other travelling costs in the same row.

Table 7.2: Reduced cost matrix with zero in every row

A B C D E
A 00 1 0 1
B 1 00 3 0 1
C 2 1 00 2 0
D 0 0 4 o0 4
E 0 0 1 3 00

Finding the smallest travelling cost from each column and subtract

the same from all other travelling costs in the same column.

Table 7.3: Reduced cost matrix with zero in every row and column

A B C D E
A 00 1 3 0 1
B 1 00 2 0 1
C 2 1 00 2 0
D 0 0 4 00 4
E 0 0 0 3 00

Making the assignment
Table 7.4: Making Assignment

A B C D E
A 00 1 3 0] 1
B 1 00 2 34 1
C 2 1 00 2 0]
D 0] X 4 00
E X X 0] 3 00
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Since the number of assignment is less than 5, the assignment is not

optimal.

Using the step 6 and step 7 of Hungarian Algorithm which is dis-

cussed in Chapter 3, we get the following solution.

Table 7.5: Again Making Assignment

A B C D E
A 00 1 2 0] X
B | 0] | N 1
C 2 1 o0 3 0]
D X 0] 4 00 1
E X X [0] 3 x

This table provides an optimal solution to the assignment problem,
but not solution to travelling salesman problem. The salesman start-
ing his journey from city ‘A’ and returning to his home city without
visiting cities C and E. i.e., The salesman has visited the following

cities. A - D —- B — A.

Therefore, the solution is not a solution to travelling salesman
problem. In order to find the optimal solution to TSP, the next non-
zero element in the table is to be found. The next non-zero element
in the table is ‘1. Since the element ‘1’ occurs in three different cells,

the following cases araise.
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Case (i): Choosing the cell (B, C) instead of zero assignment in the

cell (B, A)

Table 7.6: Case (i): Making Assignment

A B C D E

A 00 1 2 0] X

B X oo [ N N

C 2 1 00 3 [0]

D X 0] 4 00 4

E | (0] N N 3 >

The optimal assignment is A - D, D —- B,B—- C,C — E,E — A.

Case (ii): Choosing the cell (C, B) instead of zero assignment in

the cell (C, E)

Table 7.7: Case (ii): Making Assignment

A B C D B
A 00 1 2 X 0]
B | B o | 0 X
C 2 1] 00 3 X
D [0] X 4 00 4
E | & & [0 3

The optimal assignment A - K. F —- C,C —- B,B— D,D — A.

The two cases provide the optimal solution to travelling salesman

problem.
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Table 7.8: The Optimal Solution for Problem 1

Optimal Sequence Travelling Cost
A-D—-B—-C—-F—A 16
A-FE—-C—-B—>D—A 16

The problem has multiple solutions.

The optimal travelling cost = 16.
b) Solution by BCR Approach:

Phase 1

Step 1: Finding the minimum value from four cities to city A.

B—A=3
C—+A=6
D— A=2
EFE—A=3

The minimum travelling cost is D — A.

Step 2: Finding the next minimum value, which is continuation of
connected city in step 1.
A—B=3
A—=-C=6

A—-FE=3



Ch.7: On Fuzzy Travelling Salesman Problem 142

There are two minimum travelling costs in this step.
A— B=3and A — FE.

Since there is a tie, there are two cases arise.

Case (i) If the minimum travelling cost is A — B, then the rest of

the steps are as follows:

Step 3: The remaining two possibilities from step 2 are

B —Cand B — FE.

Step 4: Connecting the rest of the final possibilities:

C —Fand F— C.

Step 5: Go to the starting node i.e., E — D and C — D.

Step 6: Finding the two possible routes.

Figure 7.1: Problem 1: Phase I: Case (i): Possible Route 1
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Table 7.9: Problem 1: Phase I: Case(i): Possible sequence and Trav-
elling cost

Possible Sequence Travelling Cost
A-B—-C—-F—-D—A 20
A-B—-F—-C—-D—A 18

Case (ii) If the minimum travelling cost is A — E, then the rest of

the steps are as follows:

Step 3: The remaining two possibilities from step 2 are

FE — Band F — C.

Step 4: Connecting the rest of the final possibilities:

B — C and C — B.

Step 5: Go to the starting node i.e., C'— D and B — D.

Step 6: Finding the two possible routes:

Figure 7.2: Problem 1: Phase I: Case (ii): Possible Route 2
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Table 7.10: Problem 1: Phase I: Case(ii): Possible Sequence and
Travelling Cost

Possible Sequence Travelling Cost
A—-FEF—-B—-C—-D—A 19
A—-F—-C—-B—-D—=A 16

Phase 11

Step 1: Finding the minimum value from city A to rest of the four

cities.

A—-B=3
A—=-C=6
A—D=2
A— E=3

The minimum travelling cost is A — D.

Step 2: Finding the next minimum value, which is continuation of

connected city in step 1.

D— B=2
D—=C=6
D—FE=6

The minimum travelling cost is D — B.
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Step 3: The remaining two possibilities from step 2.

B —Cand B — FE.

Step 4: Connecting the rest of the final possibilities:

C - Fand F— C.

Step 5: Go to the starting node i.e., E — A and C' — A.

Step 6: Finding the two possible routes:

Figure 7.3: Problem 1: Phase II: Possible Route 1

Table 7.11: Problem 1: Phase II: Possible Sequence and Travelling
Cost

Possible Sequence Travelling Cost

A—-D—-B—-(C—=FEF—=A 16
A—-D—-B—-F—->(C—=A 17
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All possible solutions are given below:

Table 7.12: Results of Two Phases

Phases Possible Sequence Travelling Cost
Phase I A—-B—-C—-FEF—>D—A 20
(Case i)) A—-B—-FE—>C—>D—=A 18
Phase I A—-F—-B—-C—-D—A 19
(Case (ii)) A—-F—-C—->B—->D—A 16
A-D—-B—-C—F—=A 16
Phase II
A-D—-B—-F—->C—=A 17

Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding

route is the optimal route.

Table 7.13: Optimal Solution

Optimal Sequence Travelling Cost
A—-FEF—->C—-B—-D—A 16
A-D—-B—-C—-FEF—=A 16

The minimum travelling cost is 16.

Note: The problem has multiple solutions.
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Example 7.1.2: Consider the following travelling salesman problem

so as to minimize the cost per cycle.

Table 7.14: Travelling Salesman Problem with 5 cities

To
From

A B C D E
A 00 2 5) 7 1
B 6 00 3 8 2
C 8 7 00 4 7
D 12 4 6 00 5
E 1 3 2 8 00

Solution:
a) Hungarian Algorithm:

Since the number of rows is equal to number of columns, the problem
is a balanced assignment problem. Finding the smallest travelling
cost from each row and subtract the same from all other travelling

cost in the same row.

Table 7.15: Reduced cost matrix with zero in every row

A B C D E
A 00 1 4 6 0
B 4 o0 1 6 0
C 4 3 00 0 3
D 8 0 2 00 1
E 0 2 1 7 00




Ch.7: On Fuzzy Travelling Salesman Problem 148

Finding the smallest travelling cost from each column and subtract

the same from all other travelling cost in the same column.

Table 7.16: Reduced cost matrix with zero in every row and column

A B C D E
A 00 1 3 6 0
B 4 00 0 6 0
C 4 3 00 0 3
D 8 0 1 00 1
E 0 2 0 7 00

Table 7.17: Making Assignment

A B C D E
A 00 1 3 6 0]
B 4 00 [0] 6 34
C 4 3 00 0] 3
D 8 0] 1 00 1
E 0] 2 X 7 00

The optimal assignment for assignment problem is

A—-FB—-CC—DD—FEFE— A

This table provides an optimal solution to the assignment problem,

but not solution to travelling salesman problem. The salesman is

Y

starting his journey from city ‘A’ and returning to his home city
without visiting cities B, C and D. i.e., A — E — A. Therefore, this

is not a solution to travelling salesman problem.
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In order to find the optimal solution to TSP, the next non-zero ele-
ment has to be chosen from the table. The next non-zero element in
the table is ‘1’. Since, the element ‘1’ occurs in three different cells,

three cases arise.

Case (i): Choosing the cell (A, B) instead of zero assignment in the

cell (AJE)

Table 7.18: Case (i): Making Assignment

A B C D BE
A 00 1] 3 6 X
B 4 00 0] 6 X
C 4 3 o 0] 3
D 8 X 1 00 1]
E | 0] 2 X 7 ~

The resultant solutionis A - B, B —-C,C —- D, D - E. E — A.
The resultant solution to travelling salesman problem is
A—-B—-C—D—FE— A

The travelling cost = 15.

Case (ii) Choosing the cell (D, C), instead of zero assignment in the

cell (D, B).
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Table 7.19: Case (ii): Making Assignment

A B C D B
A 00 1] 3 6 X
B 4 00 X 6 X
C 4 3 o 0] 3
D 8 X 1] 00 1
E | (0] y N 7 0

The resultant solutionis A - B,B - E,C - D,D —- C, E — A.

Case (iii) Choosing the cell (D, E) instead of zero assignment in the

cell (D, B).

Table 7.20: Case (iii): Making Assignment

A B C D E
A [ [0 3 6 X
B 4 o 0] 6 X
C 4 3 S) 3
D 8 X 1 00 1]
E 0] 2 X 7 00

The resultant solutionis A - B, B —-C,C - D,D - E. E — A.
The resultant solution to travelling salesman problem is

A—-B—-C—=D-—>F—= A.

The travelling cost is Rs.15.
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Table 7.21: The Possible Solution for Problem 2

Cases Possible Total Travelling Cost
Case (i) A—-B—-C—-D—-E—A 15
Case (ii) A—-B—-FE—A —
Case (i) A—-B—-C—->D—E—A 15

It is observed that case(ii) is not satisfying the travelling salesman
route condition. Therefore case(ii) is not optimal solution, case (i)
and (iii) have same schedule and same travelling cost. Therefore the

optimal travelling scheduleis A - B - C —- D — E — A.

The corresponding optimal travelling cost is Rs.15.

b) Solution by BCR Approach:

Phase 1

Step 1: Finding the minimum value from four cities to city A.

B—-A=6
C—-A=38
D—A=12
EFE—-A=1

The minimum travelling cost is £ — A.
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Step 2: Finding the next minimum value, which is continuation of

connected city in step 1.

A— B=2
A—C=5
A—= D=7

The minimum travelling cost is A — B.

Step 3: The remaining two possibilities from step 2 are

B —Cand B— D.

Step 4: Connect the rest of the final possibilities:

C —=DandD — C.

Step 5: Go to the starting node i.e., D — E and C — E.

Step 6: Finding the two possible routes:

Figure 7.4: Possible Route 1
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Table 7.22: Possible Sequence and Travelling Cost in Phase I

Possible Sequence Travelling Cost
A-B—-C—-D—-FEF—A 15
A-B—-D—-C—-FE—A 23

Phase 11
Step 1: Finding the minimum value from city A to rest of the four

Step 2:

Step 3:

cities.

A—B=2
A—=C=5
A—-D=7
A—FE=1

The minimum travelling cost is A — FE.

Finding the next minimum value, which is continuation of

connected city in step 1.

EFE—B=3
EFE—-C=2
E—-D=2R8

The minimum travelling cost is £ — C.

The remaining two possibilities from step 2 are

C — Band C — D.
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Step 4: Connect the rest of the final possibilities:

B—Dand D — B.
Step 5: Go to the starting node i.e.,D — A and B — A.

Step 6: Finding the two possible routes:

Figure 7.5: Possible Route 2

Table 7.23: Possible Sequence and Travelling cost in Phase II

Possible Sequence Travelling Cost
A—-F—-C—-B—-D—=A 19
A—-F—-C—-D—-B—A 17

All possible sequences and travelling costs are given below:
Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding

route is the optimal route. The least travelling cost is 15.
Therefore, the optimal routeis A - B —-C —>D - FEF — A
The optimal travelling cost is 15.

Note: The problem does not have multiple solutions.
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Table 7.24: All Possible Sequences and Travelling costs in Phase I
and Phase II

Phases Possible Sequence Travelling Cost

Phase I A—-B—-C—-D—FE—A 15
A-B—-D—-C—FE—=A 23

Phasell A—-F—->C—-B—-D—A 19
A—-F—-C—-D—-B—A 17

7.1.3 Comparison Analysis

Table 7.25: Comparison Table

Examples Hungarian Algortihm BCR Approach
Example 1 A—-FE—-C—-B—>D—A 16
A-D—-B—-C—-FE—A 16
Example 2 A-B—-C—>D—FEF—A 15

7.2 Solving Travelling Salesman Problem
using BCR Approach in Fuzzy

Environment

In this section, BCR approach is proposed to solve fuzzy travelling
salesman problem for five cities. Suitable illustrations are given to

prove the effectiveness of BCR approach.
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7.2.1

BCR Approach for Solving Fuzzy

Travelling Salesman Problem

Let the cities are represented by circles and the distances or costs are

represented by arrow.

Phase 1

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Find minimum fuzzy travelling cost from four cities to first

city. Fix the assignment.

Find the next minimum fuzzy travelling cost, which is con-

tinuation of connected city in step 1.

Find the remaining two possibilities from step 2.

Connect the rest of the final possibilities.

Go to the starting city.

Find the two possible routes.

Phase 11

Step 1:

Step 2:

Step 3:

Find minimum fuzzy travelling cost from first city to rest

of the four cities. Fix the assignment.

Find the next minimum fuzzy travelling cost, which is con-

tinuation of connected city in step 1.

Find the remaining two possibilities from step 2.
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Step 4: Connect the rest of the final possibilities.

Step 5: Go to the starting city.

Step 6: Find the two possible routes.

Finally, find the minimum fuzzy travelling cost among two phases.
The minimum travelling cost is called optimal travelling cost. The

corresponding sequence is called optimal sequence.

Note: If there is a tie, take the two possibilities and do the same

process for it.

7.2.2 Numerical Illustrations

In order to apply BCR approach on travelling salesman problem in

fuzzy environment, few numerical examples are illustrated.

Example 7.2.1: Consider the fuzzy travelling salesman problem: A
salesman has planned to visit five cities. He would like to start his
journey from a particular city, visits each city only once and return
to the starting city. The travelling costs are given in the table 7.26

below. Find the least cost route for FTSP.



Table 7.26: Fuzzy Travelling Salesman Problem 1

To
From A B C D E
A 00 (5,6,8,9;0.4,0.6) (3,4,6,7;0.3,0.5) (0,2,4,6;0.2,0.4) (3,5,7,8;0.3,0.5)
B (5,6,8,9;0.4,0.6) 00 (5,6,10,11;0.4,0.6)(2,3,4,6;0.3,0.5) (0,2,4,6;0.2,0.4)
C (3,4,6,7;0.3,0.5) (5,6,10,11;0.4,0.6) 00 (4,5,7,8;0.3,0.5) (0,1,3,4;0.2,0.4)
D (0,2,4,6;0.2,04) (2,3,5,6;0.3,0.5) (4,5,7,8;0.3,0.5) 00 (0,1,3,4;0.2,0.4)
B (3,5,7,8;0.3,0.5) (0,2,4,6;0.2,0.4) (0,1,3,4;0.2,0.5) (0,1,3,4;0.2,0.5) 00
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Solution by BCR Approach:

Phase 1

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Finding the minimum value from four cities to city A

B— A=(56,8,904,0.6

)
C — A=(3,4,6,7;0.3,0.5)
D — A=(0,2,4,6;0.2,0.4)

)

(
(
(
E— A=(3,5,72803,0.5

The minimum travelling cost is D — A.

Finding the next minimum value, which is continuation of
connected city in step 1.

A— B=(5,6,8,9,04,0.6)

A—C=(3,4,6,7;0.3,0.5)

A— E=(3,578,0.3,0.5)

The minimum travelling cost is A — C.

The remaining two possibilities from step 2 are

C - Band C — FE.

Connecting the rest of the final possibilities:

B — Fand F — B.
Go to the starting node i.e., E — D and B — D.

Finding the two possible routes:
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Figure 7.6: Possible Route 1

Table 7.27: Possible sequence and Travelling cost in Phase I

Possible Sequence Travelling Cost

A—-C—-B—>FEF—>D—A (8, 15, 27, 34; 0.2, 0.4)
AsC—>E—>B—>D— A (5,12, 21, 29; 0.2, 0.4)

Phase II
Step 1: Finding the minimum value from city A to rest of the four
cities.
A— B=(5,6,8,9;0.4,0.6)
A—C=(3,4,6,7;0.3,0.5)
A— D =(0,2,4,6;0.2,0.4)
A— E=(3,5,78;0.3,0.5)

The minimum travelling cost is A — D.

Step 2: Finding the next minimum value, which is continuation of
connected city in step 1.
D — B =(2,3,5,6;0.3,0.5)
D — C=(2,3,5,6;0.3,0.5)

D — E =(0,1,3,4;0.2,0.4)
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The minimum travelling cost is D — FE.

Step 3: The remaining two possibilities from step 2 are

EF — Band EF — C.

Step 4: Connecting the rest of the final possibilities:

B — C and C — B.
Step 5: Go to the starting node i.e., C' — A and B — A.

Step 6: Finding the two possible routes:

O—O—®

Figure 7.7: Possible Route 2

Table 7.28: Possible Sequence and Travelling cost in Phase II

Possible Sequence Travelling Cost

A—-D—-FEF—-B—~C—A (8, 15, 27, 34; 0.2, 0.4)
A—-D—-FE—-C—-B—>A (10, 16, 28, 34; 0.2, 0.4)




Table 7.29: Results of Phase I and Phase 11

Phase Possible Sequence Travelling Cost

Phase [ A-C—-B—E—D-—A (815,27, 34,02, 0.4)
A—-C—-FE—-B—-D—A (512, 21,29;0.2,04)
( )

Phase 11 A—-D—->FE—->B—-C—A (8 15,27,34;0.2,04
A—-D—-FEF—-C—B—A (10,16, 28, 34; 0.2, 0.4)
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Finally, find the least possible route cost among the two phases. The
least cost is called optimal travelling cost. The corresponding route

is the optimal route.

The minimum travelling cost is (5, 12, 21, 29; 0.2, 0.4).
Therefore, the optimal routeis A - C - FEF —-B —-D — A
The optimal travelling cost is (5,12, 21,29;0.2,0.4)

Note: Therefore, the problem does not have multiple solutions.

Example 7.2.2: Consider the fuzzy travelling salesman problem: A
salesman has planned to visit 5 cities. He would like to start his
journey from a particular city, visits each city only once and return
to the starting city. The travelling costs are given in the table 7.30.

Find the least cost route for FTSP.



Table 7.30: Fuzzy Travelling Salesman Problem 2
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To
From A B C D E
A 00 (1,2,4,5;0.3,0.6) (3,7,10,14;0.2,0.5) (2,3,5,6;0.3,0.6) (0,1,4,5;0.4,0.6)
B (0,2,4,6;0.3,0.6) 00 (1,4,6,9;0.3,0.5) (1,2,3,4;0.4,0.6) (1,7,15,21;0.2,0.4)
C (3,7,10,14;0.2,0.5) (3,4,6,7;0.3,0.5) 00 (2,5,15,18;0.2,0.4) (1,2,5,6;0.3,0.5)
D (1,3,5,7;0.3,0.6) (0,2,3,5;0.4,0.6) (2,5,15,18;0.2,0.4) 00 (0,2,16,18;0.2,0.5)
E (0,1,4,5;0.4,0.6) (1,7,15,21;0.2,0.4) (2,5,15,18;0.2,0.4) (0,2, 16, 18;0.2,0.5) 00

791



Ch.7: On Fuzzy Travelling Salesman Problem 165

Solution by BCR Approach:

Phase 1

Step 1: Find minimum value from city A to rest of the four cities.
B — A=1(0,2,4,6;0.3,0.6)
C— A=(3,7,10,14;0.2,0.5)
D— A=(1,3,5,7,0.3,0.6)
E— A=(0,1,4,5;0.4,0.6)

The minimum travelling cost is £ — A.

Step 2: Find the next minimum value, which is continuation of con-
nected city in step 1.
A— B=1(1,2,4,5;0.3,0.6)
A—C=(3,7,10,14;0.2,0.5)
A— D =(2,3,5,6;0.3,0.6)

The minimum travelling cost is A — B.

Step 3: The remaining two possibilities from step 2 are

B —Cand B— D.

Step 4: Connecting the rest of the final possibilities:

C —Dand D — C.

Step 5: Go to the starting node i.e., D — E and C — E.
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Step 6: Finding the two possible routes:

Figure 7.8: Possible Route 1

Table 7.31: Possible sequence and Travelling Cost in Phase I

Possible Sequence Travelling Cost
A-B—-C—-D—-F—A (4,14,45,55;0.2,0.4)

A—-B—>D—-C—FE—A (5,12,31,38;0.2,0.4)

Phase 11

Step 1: Finding the minimum value from city A to rest of the three
cities.
A— B=(1,2,4,5;0.3,0.6)
A= C=(3,7,10,14;0.2,0.5)
A— D =(2,3,5,6;0.3,0.6)
A— E=1(0,1,4,5;0.4,0.6)

The minimum travelling cost is A — FE.

Step 2: Finding the next minimum value, which is continuation of

connected city in step 1.
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E — B=(1,7,15,21;0.2,0.4)
E— C=(2,3,4,5:0.3,0.5)
E — D = (0,2,16,18;0.2,0.5)

The minimum travelling cost is £ — C.

Step 3: The remaining two possibilities from step 2 are

C —- Band C — D.

Step 4: Connecting the rest of the final possibilities B — D and

D — B.

Step 5: Go to the starting node i.e., D — A and B — A.

Step 6: Finding the two possible routes:

Figure 7.9: Possible Route 2
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Table 7.32: Possible Sequence and Travelling Cost in Phase 11

Possible Sequence Travelling Cost

A—-FE—>C—-B—>D—=A (7, 15, 33, 41; 0.2, 0.4)
AsFE—>C—>D—>B—A (4, 15, 41, 52; 0.2, 0.4)




All possible sequences and travelling costs are given below:

Table 7.33: All Possible Sequences and Travelling Costs in Phase I and Phase 11

Phase Possible Sequence Travelling Cost
Phase I A—-B—-C—-D—FE—A (4,14, 45,55; 0.2, 0.4)
A—-B—->D—-C—FE—A (512,31, 38;0.2,0.4)
Phase 11 A—-F—-C—B—-D—A (7,15,33,41;0.2,04)
A—-FE—-C—D—B—A (415,41, 52;0.2, 0.4)

we[qo1J uewsafeg Sui[eaed], Azzng uQ :LYD

691



Ch.7: On Fuzzy Travelling Salesman Problem 170

Finally, finding the least possible route cost among the two phases.
The least cost is called optimal travelling cost. The corresponding
route is the optimal route.

The optimal routeis A - B —-D - C — E — A.

The optimal travelling cost is (5,12, 31, 38;0.2,0.4).

Note: Therefore, the problem does not have multiple solutions.
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7.3 Conclusion and Future Outlook

The concluding chapter puts forth the findings and scope of the the-
sis. They are summarized as follows: In Chapter [I| the overall view
of optimization theory and its applications, fuzzy set theory and how
fuzzy theory is applied in optimization, linear programming problems
and subclasses of linear programming problems are briefly summa-
rized. Literature of journals, professional organizations and other
relevant information are also presented.

In Chapter [2, some rudimentary definitions and important re-
sults which are indispensable to the thesis work such as optimiza-
tion, fuzzy sets, fuzzy numbers, triangular fuzzy numbers, trapezoidal
fuzzy numbers, fuzzy optimization, etc., are presented.

In Chapter [3 a new fuzzy number named as Generalized Quadri-
lateral Fuzzy Numbers and its graphical representation, arithmetic
operations of the Generalized Quadrilateral Fuzzy Numbers have
been introduced. To solve Fuzzy Transportation problem in fuzzy
environment existing methods with some required steps were used.
These methods bring Initial basic feasible solution to the fuzzy trans-

portation problem.



Ch.7: On Fuzzy Travelling Salesman Problem 172

In Chapter [] a new algorithm named as Stephen’s Algorithm and
a distinct working procedure for fuzzy assignment problem have been
proposed. Hungarian Algorithm is summarized to validate Stephen’s
Algorithm with suitable illustrations.

In Chapter [ working procedure of Dynamic Programming
Algorithm is summarized and also applied on both travelling sales-
man problem and fuzzy travelling salesman problem. Suitable illus-
trations were given to understand and to follow the working proce-
dure. This algorithm always provides an optimal solution to both
travelling salesman problem and fuzzy travelling salesman problem.

In Chapter [0, ground breaking approach named as DSD approach
has been proposed to solve both travelling salesman problem and
fuzzy travelling salesman problem with four cities. Since Dynamic
programming algorithm provides the optimal solution to both trav-
elling salesman problem and fuzzy travelling salesman problem, the
result of the DSD approach is compared with Dynamic programming
algorithm results. DSD approach provides optimal solution with
limited number of steps. The significance of the approach is almost
same structure to solve all travelling salesman problem with four

cities.
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In Chapter [7 an innovative approach named as BCR approach
has been introduced to solve both travelling salesman problem and
fuzzy travelling salesman problem with five cities. The working pro-
cedure of Hungarian algorithm and BCR approach have been pre-
sented. Few numerical illustrations have been provided to examine
the efficiency of BCR. It is found that the BCR approach reduces
the computational time and minimizes the number of steps to reach

optimal solution.

Future work

Generalized Quadrilateral Fuzzy Numbers have been applied to solve
transportation problem, assignment problem and travelling salesman
problem with limited algorithms. It may be extended to solve all sub-

classes of the linear programming problems and all other algorithms.



Bibliography

1]

Abbasbandy, S., and Asady, B., Ranking of fuzzy numbers by
sign distance, Information Sciences, Vol.176, no.16, pp.2405—

2416, (2006).

Abidi, S., Saoussen, K., Alba, E., and Molina, J. M., A new
heuristic for solving the parking assignment problem Procedia

Computer Science, Vol.60, pp.312-321, (2015).

Ahmed, A., and Afaq A., A new method for finding an optimal
solution of assignment problem, International Journal of Mod-

ern Mathematical Sciences, Vol.12, no.1, pp.10-15, (2014).

Allahviranloo, T., Lotfi F. H., Kh Kiasary, M., Kiani,N., A., and
Alizadeh, L., Solving fully fuzzy linear programming problem
by the ranking function, Applied Mathematical Sciences, Vol.2,
no.1, pp.19-32, (2008).

174



Bibliography 175

5]

Ashwini, K., and Srinivasan, N., Method for solving fuzzy as-
signment problem using ones assignment method and robust’s
ranking technique, Journal of Applied Science and Engineering

Methodologies, Vol.3, no.2, pp.488-501, (2017).

Basirzadeh, H., Ones assignment method for solving assign-
ment problems, Applied Mathematical Sciences, Vol.6, no.47,

pp.2345-2355, (2012).

Bellmore, M., and Nemhauser, G. L., The traveling salesman
problem: A survey, Operations Research, Vol.16, no.3, pp.538—

558, (1968).

Bhavika, M. P., and Doshi, M. J., A New Approach for Getting
Optimality of Assignment Problems, International Journal for

Research in Applied Science & Engineering Technology, Vol.7,

pp.862-869, (2019).

Buckley, J. J., Possibilistic linear programming with triangular
fuzzy numbers, Fuzzy sets and Systems, Vol.26, no.1, pp.135—

138, (1988).



Bibliography 176

[10]

[11]

[12]

[13]

[14]

[15]

Chanas, S., and Kuchta, D., Discrete fuzzy optimization, In
Fuzzy sets in decision analysis, operations Research and Statis-

tics, pp. 249-280, (1998).

Chanas, S., and Kuchta, D., Fuzzy integer transportation prob-

lem, Fuzzy sets and systems, Vol.98, no.3, pp.291-298, (1998).

Chandrasekaran, S., Kokila, G., Junu Saju, A New Approach
to Solve Fuzzy Travelling Salesman Problems by using rank-

ing functions, International Journal of Science and Research,

Vol.10, no.3, pp.155-170, (2012).

Charnes, A., Cooper, W. W., and Farr, D., Linear programming
and profit preference scheduling for a manufacturing firm, Jour-
nal of the Operations Research Society of America, Vol.1, no.3,

pp.114-129, (1953).

Charnes, A., Cooper, W. W., The stepping stone method of ex-
plaining linear programming calculations in transportation prob-

lems, Management Science, Vol. 1, no. 1, pp.49-69, (1954).

Cheng H, Huang, W., and Cai, J., Solving a fully fuzzy lin-

ear programming problem through compromise programming,



Bibliography 177

[16]

[17]

[18]

[19]

[20]

Journal of Applied Mathematics, Vol.2013, Article ID 726296,

(2013).

Chinneck, J. W., and Ramadan, K., Linear programming with
interval coefficients, Journal of the Operational Research Society,

Vol.51, no.2, pp.209-220, (2000).

Dantzig, G., Linear Programming and Extensions, Princeton,

University Press, Princeton, NJ, (1963).

Deb, M., and Pijus Kanti De, Optimal solution of a fully fuzzy
linear fractional programming problem by using graded mean
integration representation method, Applications and Applied
Mathematics: An International Journal (AAM), Vol.10, no.1,

pp.571-587,(2015).

Dhanasekar, S., Hariharan, S., and Sekar, P., Classical trav-
elling salesman problem (TSP) based approach to solve fuzzy
TSP using Yager’s ranking, International Journal of Computer

Applications, Vol.74, no.13, pp.1-4, (2013).

Dhanasekar, S., Manivannan, A., Parthiban, V., and David

Maxim Gururaj, A., A Fuzzy VAM-Diagonal Optimal Algorithm



Bibliography 178

[21]

[22]

23]

[24]

[25]

To Solve Fuzzy Assignment Problem, International Journal of
Mechanical Engineering and Technology (IJMET), Vol.10, no.2,

pp.1282-1287,(2019).

Dutta J., Pal S.C.; A note on Hungarian method for solving
Assignment problem, Journal of Information and Optimization

Science, Vol.36, no.5, pp. 451-459, (2015).

Ebrahimnejad, A., A simplified new approach for solving fuzzy
transportation problems with generalized trapezoidal fuzzy

numbers, Applied Soft Computing, Vol.19, pp.171-176, (2014).

Edward Samuel, A., and Venkatachalapathy, M., Modified Vo-
gel’s approximation method for fuzzy transportation problems,
Applied Mathematical Sciences, Vol.5, no.28, pp.1367-1372,

(2011).

Edward Samuel, A., Improved zero point method (IZPM) for the
transportation problems, Applied mathematical sciences, Vol.6,

n0.109, pp.5421-5426,(2012).

Edward Samuel, A., and Venkatachalapathy, M., A simple

heuristic for solving generalized fuzzy transportation problems,



Bibliography 179

[26]

[27]

28]

[29)

International Journal of Pure and Applied Mathematics, Vol.83,

no.1, pp.91-100, (2013).

Edward Samuel, A., and Venkatachalapathy, M., Improving
I[ZPM for unbalanced fuzzy transportation problems, Interna-
tional Journal of Pure and Applied Mathematics, Vol.94, no.3,

pp.419-424, (2014).

Edward Samuel, A., and Raja, P., A New Approach for Solving
Unbalanced Fuzzy Transportation Problem, International Jour-
nal of Computing and Optimization, Vol.3, no.l, pp.131-140,

(2016).

Edward Samuel, A., and Raja, P., Optimization of Unbalanced
Fuzzy Transportation Problem, International Journal of Con-
temporary Mathematical Sciences, Vol.11, no.11, pp.533-540,

(2016).

Fang, S. C., Hu, C. F., Wang, H. F., and Wu, S. Y., Linear pro-
gramming with fuzzy coefficients in constraints, Computers and

Mathematics with Applications, Vol.37, no.10, pp.63-76, (1999).



Bibliography 180

30]

[31]

[32]

33]

[34]

[35]

Fedrizzi, M., Kacprzyk, J., and Verdegay, J., L., A survey of
fuzzy optimization and mathematical programming, In Interac-
tive fuzzy optimization, Springer, Berlin, Heidelberg, pp.15-28,

(1991).

Ganesan, K., and Veeramani, P., Fuzzy linear programs with
trapezoidal fuzzy numbers, Annals of Operations Research,

Vol.143, no.1, pp.305-315, (2006).

Gharehchopogh, Farhad Soleimanian, and Benyamin Abdol-
lahzadeh, An efficient harris hawk optimization algorithm for
solving the travelling salesman problem, Cluster Computing ,

pp. 1-25, (2021).

Gupta, P. K., and Hira, D. S., Operations Research, New—Delhi,

S. Chand & Company, (2012).

Hadi Basirzadeh, Ones Assignment Method for Solving Travel-
ing Salesman Problem”, Journal of mathematics and computer

science, Vol.10, pp.258-265, (2014).

Halim, A. H., and Ismail, I., Combinatorial optimization: com-

parison of heuristic algorithms in travelling salesman problem,



Bibliography 181

[36]

[37]

[38]

[39)

[40]

Archives of Computational Methods in Engineering, Vol.26, no.2,

pp.367-380, (2019).

Held, M., and Karp, R. M., The traveling-salesman problem
and minimum spanning trees, Operations Research, Vol.18, no.6,

pp.1138-1162, (1970).

Hernandez-Pérez, H., and Salazar-Gonzalez, J.J., A Branch-
and-cut algorithm for the split-demand one-commodity pickup-

and-delivery travelling salesman problem, Furopean Journal of

Operational Research, Vol.297, no.2, pp.467-483, (2022).

Hitchcock, F. L., The distribution of a product from several
sources to numerous localities, Journal of Mathematics and

Physics, Vol.20, no.1-4, pp.224-230, (1941).

Hussain, R. J., and Senthil Kumar, P., Algorithmic approach
for solving intuitionistic fuzzy transportation problem, Applied

Mathematical Sciences, Vol.6, no. 80, pp.3981-3989, (2012).

Hussain, R. J., and Jayaraman, P., Fuzzy transportation prob-

lem using improved fuzzy Russell’s method, Internation Journal

of Mathematics Trends and Technology, Vol.5 pp.50-59, (2014).



Bibliography 182

[41]

[42]

[43]

[44]

[45]

[40]

Jayaraman, P., and Jahirhussian, R., Fuzzy optimal transporta-
tion problems by improved zero suffix method via robust rank
techniques, International Journal of Fuzzy Mathematics and

Systems, Vol.3, no.4, pp.303-311, (2013).

Kalaiarasi, K., Sindhu, S., and Arunadevi, M., Optimization
of fuzzy assignment model with triangular fuzzy numbers using
Robust Ranking technique, International Journal of Innovative

Science, Engineering Technology, Vol.1, no.3, pp.10-15, (2014).

Karp, R. M., Probabilistic analysis of partitioning algorithms
for the traveling-salesman problem in the plane, Mathematics of

Operations Research, Vol.2, no.3, pp. 209-224, (1977).

Kaur, A., and Amit Kumar, A new method for solving fuzzy
transportation problems using ranking function, Applied Math-

ematical Modelling, Vol.35, no.12, pp.5652-5661, (2011).

Klir, G., J., Ute St. Clair, and Yuan, B., Fuzzy Set Theory:

Foundations and Applications, Prentice-Hall, Inc., (1997).

Kuchta, D., A concept of the optimal solution of the trans-

portation problem with fuzzy cost coefficients, Fuzzy Sets and



Bibliography 183

[47]

[48]

[49)

[50]

[51]

Systems, Vol.82, n0.299, pp.299-305, (1996).

Kuhn, H.,W., The Hungarian method for the assignment prob-
lem, Naval Research Logistics Quarterly, Vol.2, no.1-2, pp.83-97,

(1955).

Kumar, A., and Kaur, Amarpreet., Methods for solving fully
fuzzy transportation problems based on classical transportation

methods, In Optimizing, Innovating, and Capitalizing on Infor-

mation Systems for Operations, IGI Global, pp.328-347, (2013).

Lagos, D., Mancilla, R., Leal, P., and Fox, F., Performance mea-
surement of a solution for the travelling salesman problem for
routing through the incorporation of service time variability, In-

genieria e investigacion, Vol.39, no.3, pp.44-49, (2019).

Lin, C. J., and Wen, U. P., A labeling algorithm for the fuzzy
assignment problem, Fuzzy Sets and Systems, Vol.142, no.3,

pp.373-391, (2004).

Lin, S., and Kernighan, B. W., An effective heuristic algorithm
for the traveling-salesman problem, Operations Research, Vol.21,

no.2, pp.498-516, (1973).



Bibliography 184

[52]

[53]

[54]

[55]

[56]

[57]

Little, J. D. C., Murty, K. G., Sweeney, D. W., and Caroline
Karel, An algorithm for the traveling salesman problem, Opera-

tions Research, Vol.11, no.6, pp.972-989, (1963).

Liu, Q., and Gao, X., Fully fuzzy linear programming problem
with triangular fuzzy numbers, Journal of Computational and

Theoretical Nanoscience, Vol.13, no.7, pp.4036-4041, (2016).

Lodwick, W. A., and Jamison, K. D., Interval methods and fuzzy
optimization, International Journal of Uncertainty, Fuzziness

and Knowledge-Based Systems, Vol.5, no.3, pp.239-249, (1997).

Maleki, H. R., Tata, M., and Mashinchi, M., Linear program-
ming with fuzzy variables, Fuzzy Sets and Systems, Vol.109,

no.1, pp.21-33, (2000).

Mary, R. Q., and Selvi, D., Solving Fuzzy Assignment Prob-
lem Using Centroid Ranking Method, International Journal of

Mathematics And its Applications, Vol.6, no.3, pp.9-16, (2018).

Mathur, N., Srivastava, P. K., and Paul, A., Trapezoidal

fuzzy model to optimize transportation problem, International



Bibliography 185

[58]

[59)

[60]

[61]

Journal of Modeling, Simulation and Scientific Computing,

Vol.7, no.3, pp.1650028(1-8), (2016).

Mohanaselvi, S., and Ganesan, K., Fully Fuzzy linear programs
with triangular fuzzy number, International Journal of Mathe-

matical Archieve, Vol.3, no.5, pp.1838-1845, (2012).

Mohideen, S. I., and Senthil Kumar, P., A comparative study
on transportation problem in fuzzy environment, International
Journal of Mathematics Research, Vol.2, no.l, pp.151-158,

(2010).

Muruganandam, S., and Srinivasan, R., A new algorithm for
solving fuzzy transportation problems with trapezoidal fuzzy
numbers, International Journal of Recent Trends in Engineering

and Research, Vol.2, no.3, pp.428-437, (2016).

Muruganandam, D. S., and Hema, K., Solving Fuzzy Assign-
ment Problem Using Fourier Elimination Method, Global Jour-
nal of Pure and Applied Mathematics, Vol.13, no.2, pp.453-462,

(2017).



Bibliography 186

62]

[63]

[64]

[65]

[66]

Mythili, V., Hariharan, S., and Dhanasekar, S., A New Approach
For Solving Travelling Salesman Problem With Fuzzy Numbers
Using Dynamic Programming, International Journal of Mecha-
nical Engineering and Technology (IJMET), Vol.9, pp.954-966,

(2018).

Nagarajan, R., and Solairaju, A., Computing improved fuzzy
optimal Hungarian assignment problems with fuzzy costs under
robust ranking techniques, International Journal of Computer

Applications, Vol.6, no.4, pp.6-13, (2010).

Nagoor Gani, A, Nagoor, Edward Samuel, A., and Anuradha,
D., Simplex type algorithm for solving fuzzy transportation
problem, Tamsui oxford journal of information and mathemati-

cal sciences, Vol.27, no.1, pp.89-98, (2011).

Nagoor Gani, A., and Abdul Razak, K., Two stage fuzzy trans-
portation problem, Journal of Physical Sciences, Vol.10, pp.63—

69, (2006).

Nagoor Gani, A., and Yogarani, R., Fuzzy linear programming

problem using polynomial penalty method, Bulletin of Pure and



Bibliography 187

[67]

[68]

[69)

[70]

Applied Sciences — Mathematics and Sciences, Vol.38E, no.1,

pp.441-449, (2019).

Nagoor Gani, A., and Mohamed Assarudeen, S.N., A new opera-
tion on triangular fuzzy number for solving fuzzy linear program-
ming problem, Applied Mathematical Sciences, Vol.6, no.11,

pp.525-532, (2012).

Nagoor Gani, A., and Mohamed, V. N., Solution of a fuzzy as-
signment problem by using a new ranking method, International

Journal of Fuzzy Mathematical Archive, Vol.2, pp.8—16, (2013).

Narayanamoorthy, S., Saranya, S., and Maheswari, S., A method
for solving fuzzy transportation problem (FTP) using fuzzy rus-
sell’s method, International Journal of Intelligent Systems and

Applications, Vol.5, no.2, pp.71-75, (2013).

Nasseri, S. H., and Behmanesh, E., Linear programming with
triangular fuzzy numbers—A case study in a finance and credit in-
stitute, Fuzzy Information and Engineering, Vol.5, no.3, pp.295—

315, (2013).



Bibliography 188

[71]

[72]

[73]

[74]

[75]

Nirmala, G., and Anju, R., Cost minimization assignment prob-
lem using fuzzy quantifier, International Journal of Computer
Science and Information Technologies, Vol.5, no.6, pp.7948-

7950, (2014).

Pandian, P., and Natarajan, G., A new algorithm for finding
a fuzzy optimal solution for fuzzy transportation problems,

Applied mathematical sciences, Vol.4, no.2, pp.79-90, (2010).

Pandian, P., and Kavitha, K., A new method for solving fuzzy
assignment problems, Annals of Pure and Applied Mathematics,

Vol.1, no.1, pp.69-83, (2012).

Prabakaran, S., Senthil Kumar, T., Ramana, J., and Chandan
Reddy, K., A survey on approaches to solve travelling sales-

man problem, Furasian Journal of Analytical Chemastry, Vol.13,

pp.292-299, (2018).

Quddoos, A., Javaid, S., and Khalid, M. M., A new method for
finding an optimal solution for transportation problems, Inter-

national Journal on Computer Science and Engineering, Vol.4,

no.7, pp.1271-1274, (2012).



Bibliography 189

[76]

[77]

(78]

[79]

[80]

Rana, A. K., A Study on Fuzzy Travelling Salesman Problem
Using Fuzzy Number, International Journal for Research in En-
gineering Application and Management (IJREAM), Vol.5, no.1,

pp.210-212, (2019).

Rana, S., and Srivastava, S.R., Solving travelling salesman prob-

lem using improved genetic algorithm, Indian Journal of Science

and Technology, Vol.10, no.30, pp.1-6, (2017).

Saini, R., K., Sangal, A., and Prakash, O., Fuzzy transportation
problem with generalized triangular-trapezoidal fuzzy number,
In Soft Computing: Theories and Applications, Springer, Singa-

pore, pp.723-734, (2018).

Shaocheng, T., Interval number and fuzzy number linear pro-
grammings, Fuzzy Sets and Systems, Vol.66, no.3, pp.301-306,

(1994).

Sharma, J. K., Operations Research: Theory and Applications,
Trinity Press, an impint of Laxmi Publications Puvt. Limaited,

2016.



Bibliography 190

[81]

[82]

[83]

[84]

[35]

Shirin, S., and Kamrunnahar, Application of Fuzzy Optimiza-
tion Problem in Fuzzy Environment, Dhaka University Journal

of Science, Vol.62, no.2, pp.119-125, (2014).

Solaiappan, S., and Jeyaraman, K., A new optimal solution
method for trapezoidal fuzzy transportation problem, Interna-
tional journal of advanced research, Vol.2, no.l, pp.933-942,

(2014).

Srinivasan, A., and Geetharamani, G., Method for solving fuzzy
assignment problem, Applied Mathematical Sciences, Vol.7,

no.113, pp.5607-5619, (2013).

Srinivasan, R., Saveetha, G., and Nakkeeran, T., Comparative
study of fuzzy assignment problem with various ranking, Malaya

Journal of Matematik (MJM), Vol.S, no.1, pp.431-434, (2020).

Stephen Dinagar, D., and Palanivel, K., The transportation
problem in fuzzy environment, International Journal of Algo-
rithms, Computing and Mathematics, Vol.2, no.3, pp.65-T71,

(2009).



Bibliography 191

[36]

[87]

3]

[89)

[90]

[91]

Stephen Dinagar, D., and Abirami, D., On critical path in
project scheduling using TOPSIS ranking of more generalized
interval valued fuzzy numbers, Malalya Journal of Mathematik,

Vol.S, no.2, pp.485-495, (2015).

Stephen Dinagar, D., Abirami, D., A Note on fuzzy critical path
in project scheduling using TOPSIS Ranking method, Interna-
tional Journal of Applications of Fuzzy Sets and Artificial Intel-

ligence, Vol.6, pp.5-15, ( 2016).

Swarup, K., Gupta, P. K., and Man Mohan, Operations re-

search, Sultan Chand and Sons, (2004).

Taha, Hamdy A. Operations research: An introduction. Vol.790.

Upper Saddle River, NJ, USA: Pearson/Prentice Hall, (2011).

Tanaka, H., A formulation of fuzzy linear programming problem

based on comparison of fuzzy numbers, Control and Cybernetics,

Vol.13, pp.185-194, (1984).

Tanaka, H., and Asai, K., Fuzzy linear programming prob-
lems with fuzzy numbers, Fuzzy Sets and Systems, Vol.13, no.1,

pp.1-10, (1984).



Bibliography 192

[92]

[93]

[94]

[95]

[96]

Tang, J., Wang, D.W., Fung, R.Y.K., and Yung, K. L., Under-
standing of fuzzy optimization: theories and methods, Journal

of Systems Science and Complexity, Vol.17, no.1, pp.117-136,

(2004).

Thiruppathi, A., and Iranian, D., An innovative method for
finding optimal solution to assignment problems, International

Journal of Innovative Research in Science, Engineering and

Technology, Vol.4, no.8, pp.7366-7370, (2015).

Thorani, Y.L.P., and Shankar, N. R., Fuzzy assignment problem
with generalized fuzzy numbers, Applied Mathematical Sciences,

Vol.7, no.71, pp.3511-3537, (2013).

Veeramani, C., and Duraisamy, C., Solving fuzzy linear pro-
gramming problem using symmetric fuzzy number approxima-

tion, International Journal of Operational Research, vol.15, no.3,

pp.321-336, (2012).

X Xu, Xiaofeng, Hao, J., Yu, L., and Deng, Y., Fuzzy

optimal allocation model for task-resource assignment problem



Bibliography 193

in a collaborative logistics network, IEEE Transactions on Fuzzy

Systems, Vol.27, no.5, pp.1112-1125, (2018).

[97] Yager, R. R., A procedure for ordering fuzzy subsets of the unit

interval, Information Sciences, Vol.24, no.2, pp.143-161, (1981).

98] Zadeh, L. A., Fuzzy sets, Information and Control, Vol.8,

pp.338-353, (1965).

[99] Zimmermann, H. J., Fuzzy programming and linear program-
ming with several objective functions, Fuzzy Sets and Systems,

Vol.1, no.1, pp.45-55, (1978).

[100] Zimmermann, H. J., Fuzzy Set Theory and its Applications,

Second edition, Kluwer Academic, Boston, 1996.



	Certificate
	Declaration
	Plagiarism Certificate
	Acknowledgments
	List of Publications
	List of Notations
	Abstract
	Introduction
	Introduction to Operations  Research (OR)
	Introduction to Fuzzy Concepts 
	Uncertainty
	Impreciseness and Vagueness
	Fuzzy Numbers
	Fuzzy Optimization
	Review of Literature
	Fuzzy Numbers
	Linear programming and Optimization
	Transportation problem
	Assignment Problem
	Travelling Salesman Problem

	Scope and Motivation of the Thesis
	Organization of the Thesis

	Preliminaries
	Preliminaries
	Some Basic Concepts of Fuzzy  Linear Programming Problem and Some Subclasses

	On Fuzzy Transportation Problem with Generalized Quadrilateral Fuzzy Numbers
	Generalized Quadrilateral Fuzzy Numbers (GQFNs)
	Graphical Representation of Generalized Quadrilateral Fuzzy Numbers

	Arithmetic Operations on GQFNs
	Ranking function for GQFN

	Fully Fuzzy Transportation Problem
	Solving Fuzzy Transportation Problem using Unique Approach
	Algorithm for Solving Fully Fuzzy Transportation Problem
	Numerical Illustration

	Solving Fuzzy Transportation Problem using Novel Approach
	Algorithm for Solving Fuzzy Transportation Problem using Novel Approach
	Numerical Illustration


	On Fuzzy Assignment Problem with Generalized Quadrilateral Fuzzy Numbers
	Fuzzy Assignment Problem
	Fuzzy Assignment problem in the Matrix form
	The Mathematical formulation of Fuzzy Assignment Problem

	Solving Assignment Problem using Stephen’s Approach
	Hungarian Algorithm (HA)
	Stephen's Algorithm
	Numerical Illustrations

	Solving Fuzzy Assignment Problem using Distinct Approach
	Computational procedure
	Numerical Illustration


	On Fuzzy Travelling Salesman Problem with Generalized Quadrilateral Fuzzy Numbers
	Travelling Salesman Problem in Fuzzy Environment
	Matrix form of Travelling Salesman Problem with Fuzzy Parameters
	The Mathematical Formulation of Fuzzy Travelling Salesman Problem

	Solution for Travelling Salesman Problem using Dynamic Programming Algorithm
	Dynamic Programming Algorithm (DPA) for Travelling Salesman Problem with four cities
	Numerical Illustrations

	Solution for Fuzzy Travelling  Salesman Problem using Dynamic Programming Algorithm
	Dynamic Programming Algorithm (DPA) for Travelling Salesman Problem with Four Cities in Fuzzy Environment
	Numerical Illustrations
	Results


	On Travelling Salesman Problem with DSD Approach
	Solving Travelling Salesman Problem using DSD Approach
	Dynamic Programming Algorithm (DPA) for Four Cities
	DSD Approach for Solving Travelling  Salesman Problem
	Numerical Illustrations

	Solving Travelling Salesman Problem using DSD Approach in Fuzzy Environment
	Numerical Illustrations


	On Fuzzy Travelling Salesman Problem with BCR Approach
	Solving Travelling Salesman Problem using BCR Approach
	BCR Approach for Solving Travelling Salesman Problem
	Numerical Illustrations
	Comparison Analysis

	Solving Travelling Salesman Problem using BCR Approach in Fuzzy Environment
	BCR Approach for Solving Fuzzy Travelling Salesman Problem
	Numerical Illustrations

	Conclusion and Future Outlook

	Bibliography

