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ABSTRACT

lIoT technology is not used appropriately in Agrtané sector, especially in
irrigation field. The proposed work collects irrigmn data by using I0T sensors
namely humidity, soil moisture, temperature, anemt@mand rain sensor. Data is
collected in mutual test 10T environment which mslaT environment where the same
set of sensors are used in different locationshef fteld to ensure data reliability.
Mutual test loT environment is designed to avoidsimg values and outliers. But
noise, sensor errors and irrelevant features aesept. The processing time is
increased and Classifier accuracy is decreasetépresence of noise, sensor errors
and irrelevant features. Traditional 0T data atiedytechniques are not suitable for
mutual test environments. So there is a need farpreprocessing techniques.

Jo’s architecture is proposed for the IoT data emddld in mutual test
environment. It includes various phases such as daltection phase, preprocessing
phase and SVM classifier phase. The pre-procegsmage combines the proposed
three techniques such as Technique for DetectionRemoval of Noise in 10T Data
by using Central Tendency (DaRoN), Technique fondilkg seNsor errOrs in Smart
irrigation system (TANOS) and Ensemble Filter Badeshture Selection for 10T
Agriculture Data (MESIA). These techniques enhadessification accuracy of the
proposed work.

Collected data have noise in the form of repetitedues, point noise,
continuous noise, and class noise, attribute remskcollisional values which are not
handled by the existing techniques. So, DaRoN tgcienis proposed to remove these
noise. Generally, noise removal technique follolugeé stages of processing that is
robust (detection of any analysis errors to makedidta standardized), filtering (using



various measures to remove noise) and polishingl@ig error values). Each stage
requires separate techniques. But in this proposel, it combines these three stages
into a single step by using the timestamp valuesafisors and central tendency
measures. By using timestamp value, robust anerifilj are done and after which
polishing is done by using the central tendencysuea

Outliers do not directly exist in the proposed eanment, but missing values
are present in the form of sensor errors. Sensor eccurs when the sensor fails to
collect data. There are various reasons behindosesisors, such as connection
failure, power failure and sensor failure. DaRoNht@que removes the noise but
ignores the sensor errors (missing values). Gdgeradsing values are classified into
three types. They are Missing at Random (MAR), MigsCompletely at Random
(MCAR) and Missing Not at Random (MNAR). Among teeMAR and MCAR are
not harmful but MNAR is harmful which is handled time proposed mutual test loT
environment. In order to improve classifier accyrageighbor value and neighbor
mean values are used to replace the missing valiegsa Number (NaN) error exists
in the proposed mutual test 10T environment whigheimoved by using the neighbor
value. If the error is found in parent sensor tties mean value of neighbor is used
for replacement. By doing this replacement, TAN@8hhique was proposed to
remove sensor errors. After that, the datasetdgdehe SVM classifier to check the
accuracy. Finally, the TANOS technique is companath existing error removal
techniques and yields high rate of accuracy thaarst

MESIA Technique ensembles the univariate and nuaii@e filtering by
using mean and threshold values as supportingriadtatially, Multivariate filtering
is performed in MESIA for which mean value is cé&tad and subsets are selected.

After selecting the best subset, environment babeeshold values are used to



perform univariate filtering to eliminate the ireglant features. Positivep)( and
negative (p) correlations are used in univariate filter whieiminates irrelevant
features based on environmental conditions. Thgss enhances the classifier
accuracy and reduces the machine learning modédibgitime. The proposed
technique is compared with existing techniques dhasethe classification accuracy.
Hence, the proposed technique proves that the acgwf the classifier is increased

and the training time are reduced.
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Chapter 1 Introduction

Chapter — 1

Introduction

IoT technology is not deployed properly in the egiture sector, especially in
the irrigation stage of a crop development. Traddil 0T data analytics techniques
are not suitable for mutual test environments, Whecadopted for avoiding missing
values. Thus, there is a need for proposing newppreessing techniques. The
chapter 1 will be discussing various aspects arivgt of Things (loT) with its wider
applications and specific to Agricultural sectohen, the data pre-processing will be
briefed, following which basics and fundamentalsmafchine learning methodologies
will be given. Then, the necessity of moving to f#meart agriculture and its role are
detailed.

Finally, the motivation behind the research, protdedentified after knowing
various limitations, scope of doing the researchkwand projected objectives of the

aimed work are added.

1.1. INTERNET OF THINGS

Kevin Ashton defined “Internet of Things (loT) dsetnetwork of physical
objects or things embedded with electronics, saftwasensors and network
connectivity, which enables these objects to colletd exchange data’Afh, 09.
Many sensing capabilities have been wide openedl Hfe emergence deployment of
Wireless Sensor Networks (WSN). Thus, many meaguaimd inferring needs have

got proliferated and created Internet of ThinBat] 14.

Data Preprocessing Techniques for |oT Based IriigaBystem 1



Chapter 1 Introduction

In all the sectors including agriculture, the coahinterconnected devices get
a hike for measuring / monitoring desired variablHsus, the deployment of I0T in
various fields have increased drastically.
Various functions of 10T could possibly be viewedenefits. These are:
* Any category of devices could be interconnectedout any constraints
in its configuration, which vary from one deviceawoother.
* Any user without any constraint on the count camitoo and maintain
diversified data collected by all the connectedickes.
* Any paths or networks could be used to facilitate tommunication
between each other.
* Neither the locations of the device nor user ism@straint, which enables

easier accessibility of various connected devices.

1.1.1. Evolution of 10T

The 10T was extensively found deployed in the ak#naireless communication,
where it evolved till the development of smartestiCan, 1§. But, now a days, the
IoT had been started using in the agricultural @eas well owing to the need of
practically knowing every data involved in it. Hovex, the skills and expertise
required to keep-up with this evolution of IoT hayeen a question till now.

The evolution of IoT was realized in the followiageas Can, 18:

« Connectivity

* Markets and enabling technologies

e Security

Data Preprocessing Techniques for |oT Based IriigaBystem 2



Chapter 1 Introduction

1.1.2. 10T Applications
As [Kot, 18] identified, 10T is deployed in various sectorglirding but not
only limited to health care, education, envrioneshmhvestigation, automobile and

agriculture, etc.

1.1.3. loT-based Irrigation System

As the Agriculture is being regarded as the backbafrthe Indian growth and
development, the steps taken to improvise varigosgsses in the agricultural crop
cultivations have seen a hike. Especially, to f@tg smoother data transfer in the
most important phase of irrigation monitoring, Ib&sed Irrigation Systems are being
proposed.

The need for monitoring systems in the Irrigatitrage are as follows:

Augmented Weed pressure
» Surface run-off

* Nitrogen leaching

* Unexpected yield losses

* Occurrence of diseases.

1.2. DATA PREPROCESSING

Any data which is being processed or transmittad lma improvised further
well-advance of the actual process to provide betiecomedAlc, 19]. This process
is known as Data pre-processing.

There are many techniques adopted for pre-proaessig given data, which

are as follows:

Data Preprocessing Techniques for |oT Based IriigaBystem 3



Chapter 1 Introduction

« Data Cleaning
« Data Integration
» Data Reduction

+ Data Transformation

1.2.1.Data Cleaning

IoT data will come from different sources of vanyiformats and structures,
thus the need for the data to be pre-processddhgh This process of processing the
data to do the following functions are called D@taaning.

* To remove noisy data

« To handle sensor errors (Missing values)

*« To select the best features from the collected data

1.2.2. Data Integration

According to Poi, 21, Data Integration is the process of facilitatitige
availability of data in a single uniform view afteollecting those data from varied
sources. It helps in better accessibility of dataany application including but not
limited to IoT. Having known its importance, theidies toward the Data Integration
have started evolving from the works dfeph, 02, however identifying various

challenges in achieving it has to be done comprshely [Sto, 1§.

1.2.3. Data Reduction
According to rer, 21], Data reduction is nothing but the process olioiug
any volume of data to indicate it in a smaller voki However, the integrity of the

data should not be compromised.

Data Preprocessing Techniques for |oT Based IriigaBystem 4



Chapter 1 Introduction

Many works started using many kinds of data redadechniques like Wavelet
Transform, Attribute Subset Selection and Principamponent Analysis (PCA), etc.
Some of those techniques were found including bott Imited to [Alg, 19],
[Bev, 93, [Bev, 03, [Tod, 84. This reduction of data will be beneficial wheeading

loT data too.

1.2.4. Data Transformation

According to [ipG, 21], Data transformation is a method merging theruotiired
and structured data for the sake of investigatingter. This process was especially
useful when dealing with data in the cloud envirenm

Improvising the data in the pre-processing stagelfitwas found to be
efficient as per many methods including but nottka to [Cal, 17, [Zho, 19 When

dealing with data from varied sources, these meilogies will be beneficial.

1.3. MACHINE LEARNING

Machine learning is a subset of Computer Scienak Atificial Intelligence
(Al), that concentrates to achieve the human |daliba by the usage of various
algorithms and datalBM, 21]. These methodologies were found applied in many

applications like prediction and classificatiorg.et

1.3.1. Basic Concepts

As [Goo, 14 discussed, the Machine learning methods coulddtegorized
into the following types based on the experieneg ithgains via various tasks:

» Supervised learning

e Unsupervised learning

Data Preprocessing Techniques for |oT Based IriigaBystem S



Chapter 1 Introduction

Multi-instance learning

Semi-Supervised learning

Reinforcement learning

Various tasks would be defined in any machine liegrrmethod (oo, 14
and a few among them are listed below.

» Classification

* Regression

* Machine Translation

* Anomaly detection

* Imputation of missing values

e Synthesis and sampling

* Denoising and many more

1.3.2. Machine Learning for IoT Analytics

With much efforts taken to improve the ways of gpm 10T, the deployment
of machine learning concepts have started becompiagalent in the research area.
[Cui, 18] made a comprehensive study of the Machine Legrfon IoT to identify
various issues pertaining to it. Some of the chalks identified Cui, 18] were:

* Unstructured data

» Constraint of computer resources

» Practical analysis of data on the net

Thus, the work started to focus on the practicalysis of the data as found in

the literature like: Adi, 20], [Dab, 19.
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1.3.3. Machine learning SVM model
One such method of machine learning known as Supgector Machine
(SVM) was proposed for the purposes of classifocaind regressiorGee, 21. This

is a supervised learning methodology, which cléssithe data points.

1.4. Smart Agriculture

Making the traditional agricultural methodologyanmore intelligent systems
has become the need of the hour in order to tackigous difficulties in the
developmental stages of a crop. For instance, mamg and maintaining the
irrigation stage has become a necessary processl@r to overcome the issues of

excess water supply and abnormal yield losses.

1.4.1. Role of 10T in Smart agriculture

Agricultural Monitoring using 10T has eased thawentional way of agricultural
monitoring, wherein the practical data can’'t bediad. Thus, diversified quantity of
data shared between the interconnected deviced teuéfficiently handled with the
utilization of 10T to securely transmit the data ttee recipient with less loss and
increased accuracy. Also, an environmental frieragjgicultural processes were only

possible with the application of loPét, 19, [Sha, 1§.

1.5. MOTIVATION

Since the quality of data after getting transmitteidht be degraded or less
effective, it becomes necessary to pre-processiéit@. In particular, when dealing
with 10T data, various devices might be involvesyirg to which the handling of
heterogeneous data can’t be avoided. Hence, poegsmg of the data becomes

significant in loT applications.
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Furthermore, any method of classification or predg might not perform
well when there is unnecessary noise and errdigeimput given to it even before the
feature selection. Thus, it also becomes importani@avoid such instances and
improvised the input to the feature selector tofquer classification or predicting

tasks in a desirable way.

1.6. PROBLEM DEFINITION

IoT is a predominant technology which makes manpliegtions smarter
using its features. In the past, gathering daegniculture environment was a difficult
task especially in irrigation monitoring systemg Il removes all those strenuous
part with the help of sensors. Here, sensors plaitah role in data collection and
generates enormous data every day. These datarcongsing values, noise, outliers,
and duplicate values. If any one of the above sguesent in the collected data, then
it will reduce the quality of outputs. Data cleagis one of the important tasks in data
preprocessing. There are some existing techniquesata cleaning, but the proposed
environment used mutual test to collect data. Qistiag techniques are not suitable
for handling the collected data. There is a needth&w preprocessing techniques to
remove noisy data, sensor errors and irrelevantifes to attain high accuracy rate.
With the deployment of the IoT in agricultural smcbeing beneficial mostly, there
are still some areas of concern, which needs atenfThose concerns are listed
below.

* A dynamically changing 10T environment could inewily develop noisy data
and sensor errors, which left and attended befayegssing into the proposed

irrigation monitoring system might leave us with maenaccuracies. Thus, the
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assessment of these sensor errors (missing vadnesj)emoval of noisy data
becomes an imperative pre-processing step.

e Eliminating the missing data and ignoring noisy addéad to incorrect
analytical results. So, proper handling of the milsslata and noisy outputs
from the sensor is necessary to come up with netole results as desired.

» Furthermore, incorrect accuracies in the featusdsecton cause the Model

building time to increase, which thereby decreageaccuracy of the model.

1.7. SCOPE AND OBJECTIVES

The scope and objectives of the proposed workheiltliscussed below.

1.7.1. Scope

IoT technology is not deployed properly in the egiture sector, especially in
the irrigation stage of a crop development. Traddil 0T data analytics techniques
are not suitable for mutual test environments, Wwhgcadopted for avoiding missing
values. Thus, there is a need for proposing newppreessing techniques.

Furthermore, processing time was found increasimg @assifier accuracy
was found decreasing due to the presence of ne&gsor errors, and irrelevant
features being selected. As a result, the scopbeofesearch gets narrowed down to

propose novel pre-processing techniques for remhgsdl the reported issues.

1.7.2. Aim and Obijectives
The aim of the proposed research work is to propoed data pre-processing

architecture to clean the noisy data, handle semsors efficiently, and to favorably
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select the best possible features to enhance theamy of 10T data analytics. The
aim could be achieved by the following projectegecbves:
 To propose a Technique that can remove the noideTindata for
improving the classifier accuracy.
* To propose a Technique for removing all the idedisensor errors in
0T data towards the yielding of higher accuradg.ra
e To propose a Technique for selecting the best featin the collected

dataset towards the efficient pre-processing otdfiedata.

1.8. ORGANIZATION OF THE THESIS

This present work documented in the thesis is aorganand presented in
seven different chapters. Summary of each chapigren below.

Chapter 1 gives the introduction of IoT along wiits evolution and
applications with reference to loT-based irrigat&ystem. Then, the pre-processing
techniques are briefed with its various types. &asif machine learning method is
discussed and overview of loT Analytics and SVM eledare given. Smart
agriculture and the role of IoT are then briefethaly, the research motivation,
problem definition, scope and objectives are preskane by one.

Chapter 2 discusses various existing methodolagiesareas of improvement
in it with reference to loT Data Preprocessing Teghes after summarizing the Data
Mining and Machine learning techniques.

Chapter 3 explains the proposed Jo’s architectéifgredprocessing the data

with the combined efforts of DaRoN, TANOS, and MESéchniques along with its
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background, literature history, need, and objestivetc. The effectiveness of the
proposed methodology will then be validated, intetggd and summarized.

Chapter 4 explains the proposed DaRoN techniquketect and remove noise
in the collected irrigation data by using Centrandiency. After discussing its
background, literature history, need and objectivads. The effectiveness of this
proposed methodology will then be validated, intetgd, and summarized.

Chapter 5 explains the proposed TANOS techniguetalle the sensor errors
in the collected irrigation data by using neighbatues. The background, literature
history, need and objectives, etc. pertaining ® pmoposed work are also given.
Finally, the validation, interpretation, and sumization of the proposed methodology
will be done.

Chapter 6 depicts the devised MESIA technique lecséeatures by using the
ensemble filter. Various aspects like backgrourigedives, literature history, and
need of the work are conducted, after which thaltesire presented.

Chapter 7 summarizes the features of the proposél architecture for
preprocessing loT irrigation data by using the ¢htechniques (DaRoN, TANOS, and
MESIA) and its findings and limitations are presshtFinally, the recommendations

for the future work are given.
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2.1. INTRODUCTION

With the immense attention gained towards the Ig§tesns in various
applications including Agriculture, Healthcare, Edtion and many more, challenges
and limitations in applying those 10T systems keepsincreasing. Also, loT itself
being an evolving topic, many researchers havéestdo take up various methods in
improvising it in some way or other. One such wagswdata pre-processing, which

could sort out the problem of data quality encoreden the IoT system.

2.2. BASIC CONCEPTS AND DEFINITIONS
The basic concepts and definitions pertaining t® Bnd pre-processing

techniques will be discussed below.

2.2.1. Internet of Things

Kevin Ashton defined “Internet of Things (loT) dsetnetwork of physical
objects or things embedded with electronics, sofwsensors and network connectivity,
which enables these objects to collect and exchdag [Ash,09. 10T data collection
Is the process of using sensors to track the dongitof physical things. Devices and
technology connected over the Internet of Thingd)(Icould monitor and measure
data in real time. The data would be transmittéolesl, and be retrieved at any time

depending upon the need.

2.2.2. 10T Data Preprocessing
According to[Jan, 21a] Data preprocessing is nothing but the process of

converting any raw data into a more comprehendidstaat. This step of pre-processing
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is also an indispensable step in the data minimgesivorking with raw data is tedious
or impossible. Thus, the data quality should befieelrbefore implementing any data
mining or machine learning methods. This qualitydata could be verified by the
following variables:

* Timeliness

e Completeness

* Interpretability

* Accuracy

* Believability

* Consistency

Not only the implementation of the machine learnamglata mining methods
require data pre-processing, but also the IoT sysigegrated with the above-
mentioned methods require data pre-processing,i@gumntity of data is being
handled. The chances of uncertainty when dealirig tmiige data might increase in
the IoT systems without data pre-processidgr, 1§. Some of the issues which loT
data pre-processing aims to redress will be diszlssthe following sections.
() 10T data noise handling
Noise in the collected dataset refers to meanisgieormation such as

distorted values, repeated values, error values,naufl values, etc.[Jan, 21a] As
various industries have already started deployiog-dased systems, one of the
important issues like predictive maintenance hamime indispensable, which would
be only possible by the elimination of noises Liwak, [Liu, 20a]. Without the noise
removal, anomaly detection would also be impossiblelata mining and machine

learning methodfLiu, 20b]. Thus, IoT implementation would also be limited.
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For instance, a typical noise eliminating process vadopted by Sulthana
et al.,, Bul, 1§ to improvise the heart monitoring system. The kvarade use of
modified Circular Leaky Least Mean Square (CLLMSgthod to tackle the noise
issue. Hence, they were able to tackle the nomgeiso avoid the humiliation of the
heart-based signals and higher amplitude ratede ab shows the summary of noise
handling papers.

Table 2.1: Review on Survey Papers published in Ns# Handling

. Techniques /Algorithms _
Citation Work Domain
/Methods/ Key words
[Hir, 15] | Dimensionality reduction|, Irrelevant and redundaniHigh
Markov Blanket Filtering, features removed usincDimensional
Information  Gain  Ranking, dimensionality reduction Micro Array
Unconditional Mixture| techniques. Data
Modelling, Attribute noise,
Class noise, Error-Weighted
Uncorrelated Shrunken
Centroid (EWUSC), Minimunm
Redundancy Maximum Relevance
(mMRMR), Correlation-based
feature selection
(CFS), Gradient-based-leave-one-
out gene selection, Leave-one-
out calculation  sequential
forward selection
(LOOCSFS), Gene Ontology
[Nat, 1§ | Mean, Standard Proposed filter based | Acceleration
Deviation and Skewness, sensor fusion System tg sensors,
Complementary Filter and monitor user activities | position
Kalman Filter, Support Vector and remove noisy data.| sensors,
Machine (SVM) vision
sensors,
audio
sensors,
temperature
sensors and
direction
sensors datg
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[Ram, 17 | Concept drift detectors, Survey on preprocessing | Streaming
Sliding windows, Online and data reduction Data
learners, and Ensemble techniques, noise
learners handling techniques and

empirical analyses on
existing methods
[Sud,19 | Noise Types Summarized the noises| Digital
. . processing and processing
2. Poisson Noise . Compared the
3. Salt and Pepper Noise performances of all
4. Speckle Noise noise filter used in
Noise Filter Types digital image processing
1. Linear Filter
2. Min Filter
3. Max Filter
4. Median Filter
5. Wiener Filter
6. Gaussian Filter
7. Guided Filter
8. Block Matching and 3D
Filtering (BM3D)
9. Adaptive Fuzzy
Switching Median Filter
[Wei, 1§ | Kalman Filter, Z-scoring and | Study on Kalman filter | Chemical
moving average filter performances in Sensor Data|
classification of noisein
the chemical sensor data.
[Evg,1§ | Last Observation Carried Study on sensor data | Streaming

Forward (LOCF)

Next Observation Carried
Backward (NOCB),
interpolation (linear,

polynomial, Stineman) and
moving average (simple,
weighted, exponential), e
Structural Model

& Kalman Smoothing, ARIMA
State Space

Representation, Root Mean
Square Error (RMSE) and

preprocessing including
noise handling and
related techniques are
discussed.

sensor data
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Mean Absolute Percentage
Error (MAPE)

[Gup, 19 | Filtering, Noise handling Reviewed noisy data General
mechanisms handling methods and | Data
evaluated all the Analytics

techniques and methods
used to handle noise.

[Cha, 19 | Peak Reducing transmission | IoT Data

Age of Information (PAol), time and increasing

First Come First Served (FCF$Processing speed in IoT
environment by using

noise handling

Techniques
[Mor, 19] | loT, Sensors, Data Collection,| Surveyed all papers loT Sensors
Smart Applications published related to I0T| Data
noise handling since
2015
[Teh,2Q | Sensor data quality(Fault Detailed Physical sensorloT Data
Detection, Isolation, and data collection error and
Recovery (FDIR)), Sensor dataerror detection and
error detection (Principal correction mechanisms.

Component Analysis (PCA)
and Artificial Neural

Network (ANN)), Sensor

data error correction
(Association Rule Mining, K-
Nearest Neighbor (KNN)
clustering, tensor-based
singular value decomposition,
and Probabilistic Matrix
Factorization (PMF))

(i) Sensor errors (Missing values) handling

Owing to the increase in the remote processes inynapplications like
agricultural and environmental monitoring, widerriety of sensors have been
deployed in all machine-machine communications. the count of the sensors
increase, the risks of errors steps in. These ¢@n4dvoided in the 10T data handling

as well, where in the missing value was one ambegdsues reported when dealing
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with diverse sensorsPen, 19. Not only the data handling gets affected becanfse

missing value errors in the sensors, but also ehahility of any monitoring systems

gets affectedLliu, 20b]. Table 2.2 shows the summary of missing value (gegrgor)

handling papers.

Table 2.2: Survey papers on missing values handlingchniques

Citation

Type

Algorithm, Technique,
Keyword,
Methods

Area

Work

[Swa, 16

Survey

Missing Data Ignoring
Techniques(List wise
Deletion (Or Complete
Case Analysis), Pairwise
Deletion (PD)),

Missing Data Imputation
TechniquegMean Value
Imputation Method, Hot
Deck Imputation(HD):, K-
Nearest Neighbor
Imputation (KNN):, K-
Means Clustering Method:
Fuzzy K-Means Clustering
Imputation (FKMI):,
Regression Imputation:,
Multiple Imputations),
Missing Data Model-
Based
TechniquegMaximum
Likelihood, Expectation-
Maximization (EM)
Algorithm

Data
Mining

Classified
missing data
handling
techniques.

[Swe, 17

Survey

k-Nearest Neighbor,
Privacy Protection
1.Heuristic —Based
Techniques

2. Border Approach

3. Exact Approach

4. Reconstruction based
association Rule

5. Cryptography based
Techniques

6. Hybrid technique

approach,

Big data

Surveyed on

Data imputation

and privacy
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Heuristic- based
techniques(Data distortion
method (Uniformly
distributed noise, Normally
distributed noise)Data
blocking method)

[Kwa, 17] | Review Missing Values, Ouitliers, | Statistical | Review on

Trimming, Winsorization, | Data missing values
Robust estimation method, and outliers
Imputation analysis, handling

Available case analysis,
Complete case analysis

[Pap, 19 Case Single imputation, Multiple Clinical Classified single
Study imputation Research | imputation and
MCAR, MAR, MNAR multiple
imputation
techniques.

(iif) Feature selection

According to Gonzalez-Vidal et alGpn, 19, feature selection is a method of
determining the best possible features among th@ugadata gathered in any applications
like 10T, Machine learning, and Data mining, etarther, the authorGon, 19 made
use of a time-dependent energy effective featulersieg methodology for reducing
the tedious task of selecting the best featuresatdsvthe deployment of successful
loT-based smart city project. Likewise, many simdaplications like agriculture and

health care make use of it as and when needed.

2.3. 10T DATA PREPROCESSING TECHNIQUES

Whenever the data mining in an 10T application teabe improved, it is only
possible with various data pre-processing techsiggét from the anomaly identification
to the repetitiveness detection in the data handéd, 19.

Variety of application/ system that need the datd&é processed in its initial
stage include: intelligent city, intelligent tramsp intelligent agricultural monitoring,

intelligent medical care, intelligent building, amdelligent environmentHri, 20].
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2.3.1. Data Mining Techniques
Data Mining is the process of acquiring the infotima from a considered
dataset to recognize the patterns, useful datatrands in itfAge, 21] Without the
initial data quality checks being carried out, theta mining process might be less
effective irrespective of its range of applications
Also, the data mining techniques would get categdrinto the following types:
» Clustering
* Association
* Prediction
» Classification
* Sequential patterns
According to Savaliya et al.Spv, 18, there were two variants available for
data mining system, which are as follows:
» Distributed data mining system- The data are pse@dy transferring to a
distributed node.
* Multi-Layered data mining system- The system gotid#d into four
layers, namely: data administration layer, inforioratgathering layer,

event processing layer and data mining servicerlaye

2.3.2. Machine-Learning Techniques
Machine learning methods were deployed for the sakegaining some
insights from any piece of dajglb, 21]. Also, most known topics revolving around

the machine learning techniques include:
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» Transfer Learning

» Clustering

+ Ensemble Methods

* Regression

* Neural Nets/ Deep Learning

* Reinforcement Learning

* Word Embeddings

* Natural Language Processing (NLP)
» Dimensionality Reduction

» Classification

The most commonly used technique of machine legmias Support Vector
Machine (SVM). However, it had become thing of st because of many advanced
methods adopted in machine learning.

For instance, A multiple processes aware methogolags proposed by Wang
et al., Wan, 2Q for successfully predicting the speed of the wiDdta pre-processing
were done initially to raise the reliability of tipeediction mode. Likewise, Kumar et
al., [Kum, 20] solved the transportation system issue of raiinegQuality of Service

(QoS) by deploying the innovative heuristic simigatoptimizing process.

2.4. ANALYTICAL SURVEY OF EXISTING WORKS

Any literature review with an analytical survey wiohe able to investigate
how any response variable could be related to amfcplar explanatory variable or
variables. For instance, plant diseases identifinatr managing the irrigation system

in an agricultural-oriented application that capet beneficial unless knowing various
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factors/ variables involved it. Thus, here is aralgiical survey pertaining to the
various methodologies revolving around IoT and D&&-processing.

Dachyar et al.,[Dac, 19 amalgamated the 10T articles published in theqaker
between 2006 and 2018. The author addressed theimflogntial industries of loT
applications and listed the tools and methods dsedandling such applications.
Thus, they categorized the loT application problenmts two types, namely: before
implementing IoT and after implementing loT.

Kumar et al., Kum, 19] delineated the 10T architecture to express thated
technologies associated with each layer. The awhioidated the major key issues of
IoT, namely: Security and privacy issues, Interapdity/ Standard issues, Ethics,
law, regulatory rights, Quality of Service (QoSgatability, availability, and reliability.
The relationship between 10T applications and bajadanalytics was explicated
distinctly.

Andersen et al.,And, 20] delineated the relation between IoT and Big Data
analytics by discussing the research summary of dafa analytics. The author
divided the 10T data analytics into two parts, ngmeT for data collection and Big
Data analytics techniques for processing that ctdte 0T data.

Su et al., $u, 19 proposed a feature selection method to selecures in
correlation changing loT environment. In this methcorrelated features were clustered
to monitor the changes. If any changes were founthé features, then the feature
was moved to anomaly detection. Otherwise, MultisBér Feature Selection (MCFS)
was used for feature selection. This method redubedfalse-negative value and
improved the performance by 30 %, but this metlsodat applicable to the large data

set.
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Vandana et al..\Jan, 2]] presented a Minimal Discriminating Feature Subset
Selector (DFSS) approach to select the best featurehe 10T environment. This
approach consisted of two parts, namely: featunking and selecting feature subset
based on that rank. COOJA simulator with ConstiiApplication Protocol (COAP)
was used for implementing the proposed approacts dpproach is not applicable
when the features have any relation and dependsteyeen each other.

Mao et al., Mao, 19 proposed a Multilevel wrapper Feature SubsetcSiele
Method (MLFSSM) to select features in a medicaladathis method handled the
complex interaction problem by using features weigheach layer. These weights
were revised from layer to layer. The topmost wiadhayer was used for selecting
the feature subset. The author used SVM basedoftvefalidation for 20 times to
remove the low fitting problem, but there existed averfitting problem. The
multilayer processes used in this technique redleesystem speed and increase the
algorithm complexity.

Egea et al.,Bge, 17 proposed a smarter loT-based classifying mettowd f
quicker correlation feature selection by keepingnind the environment of industrial
perspective. They divided the feature space intmymaqual-sized fragment and
prioritized the traffic data.

Radhakrishnan et al.Rpd, 21 proposed a Deep-RNN (Recurrent Neural
Network) method on the data of Advanced RISC- Reduastruction Set Computing
Machines, also known as ARM. The deep-RNN method tare of the Long Short-
Term Memory (LSTM) to enhance the data processihgs method had three phases
in it; In phase one, the ARM data was extractedafodes; after that, data was

converted to vector form; and in the final phasstlsubset data was collected based
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on the vector points. The endorsed drop-out styatexs helpful in removing the over
fitting problem only on small data sets, but if th&ta set size is increased, then this
method suffers from the over fitting problem. Evémough the performance was
increased by the Deep-RNN method, the executioae twas higher.

Mohtashami et al.,Nloh, 19] devised a hybrid filter-oriented feature selegtin
methodology to optimize the classification procegsmicroarray datasets. They
achieved this improvised feature selection by teplayment of the concepts of
hesitant fuzzy as well as the rough sets. Repdatddres were also removed during
the feature selection method.

Gopika et al., Gop, 1§ juxtaposed the performance of machine learning
based dimensionality reduction algorithms, namedgtFCorrelation Based Feature
Selection (FCBF), Fast Correlation Based Featudec8en # (FCBF#) and Fast
Correlation Based Feature Selection in Pieces (R loT data. After dimensionality
reduction, Correlation-based feature selection (jG#& used to identify the discrete
and continuous features. FCFBIP algorithm outperéat FBCF and FBCF# because
features were split into pieces. These pieces reaker the subset selection process.
If the features have a negative correlation, thgerdhm is not applicable and work
execution time is increased while working with FB&lgorithm.

Sundararajan et al.S{in, 20§ made an effort for identifying the Sarcasm in
the Twitter portal by using the multiple ruled-bdsensemble feature selecting
methodology. Since the sarcasm don’'t always reveal actual meaning behind
whenever it was used in social media like Twittdwe identification of it become
tedious. However, the identification of the Sarcasras made easier with the

investigation of emotional state of people.
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A semantic dependent Interoperability methodologg wuggested by [m, 20]
for the Web of Things (WoT) by keeping in mind theterogeneous type of loT
Ecosystem. The work presented a SPARQL (SPARQLoPobtand RDF Query
Language) query-oriented phenomenon for creatiagsparency intermediary to
every loT devices, that published heterogeneous tyulata.

Successful traffic forecasting in the base statweas done by Du et al.,
[Du, 19 with the deployment of XGBoost-LSTM and enrichrhexi the features.
Pre-processing towards the recovery of the misgaiges were done was an initial
step and then mining of the tidal characteristis wane with the feature engineering.

Lin et al., Lin, 19] proposed an loT-based malfunction identificatiamd
calibrating phenomenon-based solution known asS#resor Talk. The aging sensors
were successfully identified by this proposed mdttogy in order to prevent it from
any potential malfunction. They devised both thmwation and analytical models to
identify the malfunction well in advance by choagthe identification delay.

Medapati et al., Med, 20 proposed an improvised adaboost-based Large
Memory Storage and Retrieval Neural Network (LAMSR)Ain the application of
IoT to successfully recognize the face for enabling intelligent cities. This work
was proposed to tackle the safety related conddatscould take place in any city.
An algorithm of Perona-Malik diffusion was applieditially to the loT device
captured images and then the geometric model wesdert for that image to extract
the features of the face effectively with the hadlgisher linear discriminant investigation.

Farahani et al.,Hah, 20 developed a collaborative intelligent machineiésy
system for medical care application by the distidiu of intelligence across the

layers of device, cloud, and fog/ edge. This sysd@ded any medical professionals to
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continuously track various data subjects irrespectif time and place with practical
insights.

A wearable sensor dependent loT methodology wasse\by Hui, 20] to
aid the sportsmen in tracking various data penagirto their health so that early
curing of the sportsmen could be achieved. Sineeetirly curing was facilitated by
this method, the players who have faced a mediuamitical survey too could return
to the playing phase from their rest phase.

IoT is a predominant technology which makes manpliegtions smarter
using its benefits. In the past, gathering dateaiious applications including agriculture
environment was a difficult task especially ingation monitoring systems, but IoT
had started removing all those strenuous part thighhelp of sensors. However, data
of the sensors contain missing values, noise,aygtind duplicate values. If any one
of the above issues is present in the collected, daén it will reduce the quality of
outputs. Thus, the future methods should includgation data, by using IoT sensors,
namely: humidity, soil moisture, temperature, ansrater and rain sensor. Also, data

should be collected in mutual test environmentimamissing values and outliers.

2.5. ISSUES AND CHALLENGES

There are many issues in implementing and usingb@ed systems. This
happens not only in one specific area, but happthsany applications like agriculture,
smart city, traffic, and health care, etc. Somehaf issues identified in the earlier
literature are as follows:

» Interoperability issues were compressively reviewgdNou, 19 to show

its importance in 10T.
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* Sinha et al., $in, 23 through their comprehensive investigation ideatif
many issues like standardization of loT, Regulatgnpblems, Data
unreliability, and several market issues, etc.

» Various challenges in intelligent farming loT amaliion specific protocols
were summarized bydla, 20

» Farooq et al.,Har, 20b] reviewed various challenges like security issues,
lack of expertise in technologies, expensive cOstieliability, scalability
issues and interoperability issues, etc.

* Nizetic et al., Niz, 200 made a detailed review of challenges and scope fo
improvements in various loT-based applicationsuduig intelligent city,
energy maintenance, Food domain, Asset managenenrd, waste
management, etc.

* Issues in a finance aware system for lo-based mmgmi¢ation were
discussed by Ruan et aRya, 19

» Issues pertaining to the farming in arable landsewdiscussed by Villa-
Henriksen et al. \il, 20]

» Sensor errors/ outliers/ missing values were studied interpreted by
works of Li et al., Li, 20], Teh et al., Teh, 20, Guillen-Navarro et al.,
[Gui, 21], Tkachenko et al.,Tka, 21] and

Thus, the future researchers have to aim for piogosn loT data

pre-processing architecture to clean the noisy;datdandle sensor errors; and to

select the best features to enhance the accurdoy dfata analytics.
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2.6. CHAPTER SUMMARY

This chapter had discussed various works foundhenliterature pertaining to
the IoT, data pre-processing techniques, machiamileg techniques and various
challenges along with the briefing of the involvedsic concepts was given. A
detailed analytical survey was also done to redlme phenomenon on which they

were proposed and implemented.
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Chapter 3 Jo’s Architecture for 10T Dataeprocessing

Chapter — 3
Jo’s Architecture for |IoT Data Preprocessing

3.1. INTRODUCTION

IoT data collection is the process of using sensorgack the conditions of
physical things. Devices are connected over therhet and it can monitor and
measure data in real tim&dn, 21], [Bor, 14]. The data are transmitted, stored, and
can be retrieved at any time. There exists a béipdt problem in traditional IoT
applications [Far, 20d], which is shown in figure 3.1. Figure 3.1 shotlve methods
of collecting data from different locations and hblems which arise in it. Every
sensor has a limited sensitivity range. Data ctddeyond the sensitivity range
leads to the malfunction of IoT applications. Faample, in smart agriculture, the
collected data are applied to the entire agricaltéield. In some cases, data are not
common in all fields. Lets consider, If a temperatsensor used in an irrigation field
shows the value 20C if it is applied to the entire field, but the aal value in the
blind spot area (non-sensitivity area) is°4Q) Then this data is not reliable. If an 10T
application uses these kinds of data, the appticas not suitable for real-time. The
low-quality sensor is also one of the reasonsHertilind spot problem.

Data are collected under a mutual test environrf¥bt 19] to avoid the data
reliability (blind spot) problem and to make thephgation efficient in real-time. The
mutual test environment is an loT environment whbeesame set of sensors are used

in different locations of the field to ensure deghability.
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Figure 3.1: Data collection in different locations
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In a multi-test 10T environment, it uses differagpes of sensors. They are
placed in different places of a field for the sapwpose. Figure 3.2 shows the

example of the data collection under mutual andirtest environments.

N
=
"
=

ji{
=
|

Tm | H

il
i
@_i :

Mutual Test Environment Multi-Test Environment

Figure 3.2: Mutual Test and Multi Test

Table 3.1: Comparison IoT data collection methods

Type of loT Traditional Mutual Test Multi-test
Environment

Data Quality | Low Medium High

Classifier Normal High Very high
accuracy

Cost Less Average Expensive
Problem Huge noise, missingLess noise, Partially Sensor collision

values and outliers | eliminates missing | problem. Parent sensor|
values and outliers | identification is difficult

are eliminated.

Techniques | Traditional data Customized Data | Customized Data
mining techniques | mining technique | mining technique

Data Size Small Large Large

Processing | Near real time Real time Real time

Data Preprocessing Techniques for |oT Based IriigaBystem 30



Chapter 3 Jo’s Architecture for 10T Dataeprocessing

In a mutual test 0T environment, the same typ&eoiperature sensor is used
in different places of the field, whereas in a mtdst environment different types of
temperature sensors are used in different placdsedield. Comparison between loT
data collection methods is discussed in Table 3.1.

The mutual test environment is selected at a lost wdile comparing with
the multi-test environment. In this proposed wddkta collection is based on mutual
test environment. That is the same set of sensersised in the same field for data
collection [Thi, 21]. This partially eliminates the missing values dnel outlier problem
in the loT environment. 10T technology removes thariers in traditional data
collection Liu, 21a]. But, IoT data is collected from different sousceith varying
formats and structures. A dynamically changing émvironment inevitably develops
noisy data and sensor errors probleArss) 21]. Traditional 10T data collection problems,
namely missing values and outliers are avoided mudual test environment. The
collected mutual test 10T data have noise in thienfof repetitive values, point noise,
continuous noise, attribute noise, class noise @anllisional values, and also Not a
Number (NaN) sensor data error exists in the cdtbdataWat, 21]. The estimation
of sensor errors (missing values) and removal iyndata has become an imperative
pre-processing steddn, 214. The collected data need to be pre-processeehntove
noisy data, to handle sensor errors (Missing valaesl to select the best features
from the collected data. Eliminating the missingadand ignoring noisy data lead to
erroneous analytical results. Model building tine increased and accuracy is

decreased by irrelevant features.
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3.2. BACKGROUND STUDY
3.2.1. Pre-processing techniques

Preprocessing is an important phase, in data acafs, 21]. The quality of
the decision-making system directly relies on tiheppocessing process. Many data
science researchers addressed that, Preprocesding ieast enjoyable part of their
research Gil, 16]. There are four steps in data preprocessing nanedla cleaning,
data reduction, data integration, and data transdtion. Data cleaning is the process
of making the collected data error and noise-fired, 21. There are four steps in
data preprocessing namely data cleaning, data tiedualata integration, and data
transformation. Data cleaning is the process ofintakhe collected data error and
noise-free. Data integration is the process of mgrglata from heterogeneous
sources Ahm, 22]. Data reduction is the process of optimizing #meount of storage
consumedAbd, 21]. Data transformation is the process of converthng data into a
common format Yu, 21]. This research is done on data cleaning. Therdven steps
in data cleaning namely handling missing values ramdy data removal. Traditional
preprocessing techniques are not capable of handiiotual test data. So, these
methods have to be customized to handle mutualdiast Preprocessing steps are
shown in figure 3.3. The highlighted techniques asgried out in the proposed

research work.
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Preprocessing Techniques
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Figure 3.3: Preprocessing Techniques
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3.3. RELATED WORK
Yi et al., [Yi, 19] recommended a solution called Sensor Talk to auioatky

detect potential sensor failures and calibrate agmg sensors semi-automatically.
The author suggested two new data collection methaoaimely, mutual test and multi
test to avoid difficulties in data collection. A toal test environment uses the same
set of sensors in different locations whereas, &iit@st environment uses different
set of sensors to collect data. Sensor Talk usdtpteumutual tests to identify the
failed sensor and actuator. Error detection delag imcreased while reading sensors
and actuators at the same time. Sensor Talk ache@e7% false detection probability

of sensor errors.

3.4. NEED FOR THE RESEARCH
IoT technology is facing more number of hurdlesthe Agriculture sector,

especially in the irrigation sector. Because of ttata quality, many IoT based
agricultural applications fail in real time. Theoposed Jo’s architecture collects
irrigation data, by using loT sensors namely hutygjdsoil moisture, temperature,
anemometer and rain sensor. Data is collectedeimtlntual test environment to avoid
missing values and outliers. But, there exists eqomensor errors and irrelevant
features. The table 3.2 shows the types of nolsatseixist in the collected data. For
example, while comparing mutual test loT environtaerd traditional 10T environment,
repetitive values are not a big threat to tradaioloT applications, but repetitive
values are a big threat in the mutual test envimmrhe reason behind this noise is,
mutual test environments deals with maximum nunafesensors while compared to

traditional 1oT environments. So, the Traditionaltal mining techniques have to be
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customized. These types of noises are not handjethd traditional data mining
methods as these noises are not present in tna@itioT applications. Traditional 0T
data analytics techniques are not suitable for alutst environments. So, there is a
need for new preprocessing techniques becauserticegsing time is increased and
Classifier accuracy is decreased by the presenoeisé, sensor errors and irrelevant
features. Table 3.2 shows the details of colledtsd.

Table 3.2: Dataset Description

Type Total
Total Data (Rows) 3,19,520
Noise 21,393
Point Noise | Continuous Noisge 13,856 7,537
Repetitive | Collision Null 16,596 2,653 1,548
Sensor Errors 596
Features (Columns) 32

3.5. AIM AND OBJECTIVES
3.5.1. Aim

The proposed research work aims to propose an k& @re-processing
architecture to clean the noisy data, to handles@eprrors and to select the best
features to enhance the accuracy of 10T data acslyt
3.5.2. Objectives

e To propose DaRoN Technique to remove the noiselndata to improve the
classifier accuracy.

e« To propose TANOS Technique to remove the sensarsin I0T data to
attain a high accuracy rate.

* To propose MESIA Technique to select the best featin the collected dataset

for pre-processing loT data efficiently.
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3.6. METHODOLOGY DIAGRAM

Jo's architecture consists of three phases, narttedydata collection phase,
preprocessing phase and classifier phase.
3.6.1. Data Collection Phase

The data collection phase is the initial phase civliieals with data collection.
Irrigation data were collected under a mutual tedt environment by using five
sensors: temperature sensor, soil moisture seasemometer sensor (wind speed
sensor), humidity sensor and rain sensor. Fivedddtese sensors were placed in five
different locations in the field. The mutual tesve@onment has two types of sensors:
parent and child sensors. The parent sensor isphaded and it has a low noise and
error rate. Child sensors are supported sensdhetparent sensor for data collection.
The parent sensor is placed in the center of tb&timn and child sensors are placed in
4 corners of the field. This mutual test data adien process eliminates the blind
spot problem in the data collection and makes p@i@ation suitable for real-time.
Details of sensors are shown in table 3.3.

Table 3.3: Sensor Details

Sensor Name Elements Parent Child Unit
Temperature (T), T={{ bt 3 i ts} ts t1, ©, t3 1 °C
Soil Moisture (S) | S={%, 3, S S5} Ss ST % Percentage
Rain (R) R ={K, 1y, r3 14 I} rs r, I I3 Iy Sensitivity Value
Humidity (H) | H={h hp g by, he} | hs huhe, he he | gkg?
Anemometer W = {w; Wp, W3 W4 W5} | W5 w1 Wo W3 Wy | FPM
(Wind Speed) (W)
*FPM = Feet Per Minute
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Sensor sets are defined as follows,

T={ty, t, t3, t, ts} - Temperature Sensor Values
S={s51, 9% S S} - Soil Moisture Sensor Values
H = {hy, hp, hg, hy, hs} - Humidity Sensor Values

R ={ry, 1, I3, I I} - Rain Sensor Values

W = {wq, Wy, W3, Wy, Ws} - Anemometer Sensor Values
Therefore, L can be written as L={T, S, H, R, W}

Location sets are defined as follows,

Li={t1, 1, hy, 11, Wi} -> Child Sensor Values
Lo={ts, 9, hp, 12, Wo} -> Child Sensor Values
Ls={t3, 5, hs, 13, Wa} -> Child Sensor Values
La={ts, &4, hu, ra, Wa} - Child Sensor Values
Ls={t5, 5, hs, I5, W5} -> Parent Sensor Values

Therefore, L can be written as L =4{LL,, L3, L4, Ls}

This type of data collection increases the datdityuahile comparing it with
traditional data collection. Mutual test data cciien partially eliminates missing
values and outliers. But there exist few probleiks sensor errors, repetitive values,
null values, etc. Sensor sets and sensor setqusitn various locations are shown in
figure 3.4 and figure 3.5. In figure 3.4, parems® is placed in the center of the field
and it has a wide sensitivity range but it has sahmed spots. The child sensors are
placed in four corners and it removes the blindtsmd the parent sensor. So, both

child and parent sensors are reliant on each other.
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Sensors sets placed in location;.L,, L3, L4, Ls

L4

Child Sensors

Parent Sensors

Child Sensors

Figure 3.4: Data collection in the proposed Jo’s ahitecture
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Figure 3.5: Sensor sets in various locations

Detailed descriptions of parent and child sensoedisted in table 3.4.

Data Preprocessing Techniques for |oT Based IriigaBystem

38



Chapter 3 Jo’s Architecture for 10T Dataeprocessing
Table 3.4: Parent and Child Sensor details
Details Parent Child
Role Master Slave
Position Well placed in the center Placed in corners
Sensitivity range Maximum Minimum
Maximum No. of Sensors | Only One parent Child =n

Work Done

Collect data without
outlier and missing values

Collect data where the
parent has a blind spot.

D

Selection Most of the time parent | Child sensors mean/
sensor value is selected | median/ mode values are

selected when the parent
has noise or sensor errors.

Data quality High Medium

Sensor errors Low High

Ouitliers None None

Data Size Low dimension High Dimension

Replacement value

Parent value or mean/
mode/ median values

which are near to the

parent are selected.

Parent value or mean/
median/ mode value of all
sensors are selected in cé
of parent sensor has an
error.

ASe

3.6.2. Preprocessing Phase

The proposed preprocessing phase consists oftérhriques:

(1)

Central Tendency (DaRoN)

(i)
(TANOS)

(iii)

A Technique for Detection and Removal of Noise indT Data by using

Technique for hAndling sensor errOrs in Smart irrigation system

enseMble filtEr-based feature Selection for 10T Agiculture Data (MESIA)

Detailed descriptions of DaRoN, TANOS, and MESIAe adiscussed in

Chapters 4, 5, 6.
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a. A Technique for Detection and Removal of NoisailoT Data by using Central
Tendency (DaRoN)

In this proposed work, data is collected in the liofigation environment
under the mutual test category. So there existsenioi the form of repetitive values,
point noise, continuous noise, class noise, ateilmoise and collision values which
are not handled by the existing techniques. Gelyerle noise removal technique
follows three stages of data processing: robuste(tien of any analysis errors to
make the data standardized), filtering (using w&simeasures to remove noise) and
polishing (Replacing error values). Each stage irequseparate techniques. So, the
proposed DaRoN technique, combines these threessiatp a single step by using
the timestamp value of sensors and central tendere@asures. By using timestamp
value, robust and filtering are done and after thalishing is done by using the
central tendency measure. Best values are selgctedentral tendency for polishing.
Here, the best value is selected by the companstinthe reference sensor (Parent
sensor) value.

In the mutual test environment, a sensor that &equ perfectly in a good
position and has less possibility of noise, missuaues and outliers are called
reference sensors and others are called child senBaRoN compares the central
tendency value with the reference sensor valueobuthich the nearest value to the
reference sensor value is selected for polishingthe case of a sensor, errors are
present in reference sensor value or child senslolevthan that particular attribute is
ignored. Sensor errors will be handled in the TAN®&nique, after removing noise

from the collected data.
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b. Technique for hAndling sensor errOrs in Smart irigation system (TANOS)
Outliers do not directly exist in the proposed eowment, but missing values
are present in the form of sensor errors. Sensor eccurs when the sensor fails to
collect data. There are various reasons behindosegisors such as, connection
failure, power failure and sensor failure. The DARechnique removes the noise but
ignores the sensor errors because error handliagsg when the dataset is balanced.
If a data set has an equal number of elementsgetalasses, it is called a balanced
dataset otherwise, it is called as imbalanced.rAfte DaRoN technique is applied in
the collected dataset it is balanced. The missmlgevis categorized based on the
position of attributes, which means all missingueal are not harmful. The position of
the missing values plays a vital role in categdrira Generally, missing values are
classified into three types. They are Missing and®ten (MAR), Missing Completely
at Random (MCAR) and Missing Not at Random (MNARjnong these, MAR and
MCAR are not harmful but, MNAR is harmful which mandled in the proposed
environment. Deletion is the best method for thmaeal of MAR and MCAR. To
improve classifier accuracy, neighbor value andymeor mean values are used to
replace the missing values. Not a Number (NaN) resxists in the proposed
environment which is removed by using neighbor &alii the error is found in the
central sensor, the mean value of neighbor is dsedeplacement. By doing this
replacement, the TANOS technique removes sensorsergensor error is removed
from the data set and is fed to the Support Velgtachine (SVM) classifier to check
the accuracy. Finally, the TANOS technique is coraegavith existing error removal

techniques and yields high rate of accuracy thaarst
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c. enseMbile filtEr-based feature Selection for lIoTAgriculture Data (MESIA)

MESIA Technique ensembles the univariate and madigte filter methods by
using mean and threshold values as supportingri&actGenerally, the filter method
requires additional support to identify the var@aldependency. So, mean and
threshold values are used in MESIA. Initially, Mudtriate filtering is performed in
MESIA for which mean value is calculated and subsee selected. After selecting
the best subset, environmental based thresholeesate used to perform univariate
filtering to eliminate the irrelevant features. Rwes (p) and negative () correlations
are calculated in the univariate filter which einaies irrelevant features based on
environmental conditions. By using these 5 subsatures, 5 different sensors are
combined into one. This process enhances the fiasaccuracy and reduces the
machine learning model building time. The proposechnique is compared with
existing techniques and is applied to the clagsife check the accuracy. The
proposed technique proves that the accuracy otltssifier and the training time is

reduced by using mean and threshold values.

3.7. WORKING OF Jo’'s ARCHITECTURE

Jo's architecture is proposed for the loT dataectdd in a mutual test
environment. The Architecture includes various pisasuch as the data collection
phase, preprocessing phase and SVM classifier phidse pre-processing phase
combines the proposed three techniques such asniGeeh for Detection and
Removal of Noise in 10T Data by using Central TemxeD®aRoN), Technique for
hAndling sensor errOrs in Smart irrigation systerANOS) and EnseMble FiltEr

Based Feature Selection for 10T Agriculture Da¥##EGIA). Jo's architecture utilizes
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these three techniques to provide Noise and Emee flataset for the analytical
model. TheDaRoN technique can be used for removing all types ade®in an loT
irrigation environment which comes under the muteat category. If there are sensor
errors (missing values), which is ignored by theRDE technique then thEANOS
technique handles the sensor errors by using neighdidues replacement based on
the error position.MESIA technique is used for selecting the appropriatauifea for
building a machine learning model. Jo's architecigrshown in figure 3.6 and Figure

3.7 shows the real time data collection scenario.

/- Phase 1: Data Collection \
* [ |||I||I|
\:‘\ -
m E Il [ >
d
\ Sensor Data Collection Collected Data

Vs

Phase 2: Preprocessing Phase

[ DaRoH I

A%

| TANOS |

V4
\_ | MESIA | _/
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Phase 3: Classifier Phase

I SV Classifiex I

Figure 3.6: Proposed Jo’s Architect
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Location 1
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/

Location 3

Figure 3.7: Data Collection Scenario

Table 3.5 shows the sensors used in the Jo’s acthie. Figure 3.8 shows the

sensor used for data collection. Table 3.6 shoesyistem requirements used for Jo’s

architecture.

Table 3.5: Sensors used in Jo’s architecture

Sensor Name

Model Number

Humidity sensor

DHT11

Soil Moisture Sensor

RC-A-4079

Rain Sensor Y2-LLZY-30GH
Temperature sensor LM35

Anemometer WS102
Bluetooth Module HC-05
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Table 3.6: Configuration of the system

Type Specification
Processor i7-7500U
CPU 2.70GHz
Random Access Memol| 12GB

(RAM)

Programming Languag

Python with NumPy, Pandas, and Tensor Flow Libgarie

Arduino Uno

ATmega328P — 8 bit AVR family microcontroller (5 8lp

Humidity Sensor

DHT11 (5Nos.)

Soil Moisture Sensor

RC-A-4079 (5Nos.)

Rain Sensor

Y2-LLZY-30GH (5Nos.)

Temperature sensor

LM35(5Nos.)

Anemometer

WS102 (5Nos.)

Bluetooth Module

HC-05 (5Nos.)

Humidity Sensor Soil Moisture Sensor

Figure 3.8: Sensors used for Data collection
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3.7.1. Procedure for Jo’s Architecture
(i) Procedure of DaRoN Technique
Step 1: Time stamp value is used to remove the continuocsisenand
repetitive values.
Step 2:Point noise and Error value removal using cengatlency.
Step 3:Null value Removal using central tendency.
(i) Procedure of TANOS Technique
Step 1:Assigning the neighbor for each sensor.
Step 2:Child sensor error removal by using neighbor valuparent value.
Step 3:Parent sensor error Removal by using the mean wdlokeild sensors.
(iif) Procedure of MESIA Technique
Step 1:Multivariate Filtering is done by using central demcy.
Step 2:Univariate filtering is done by using seasonal blabeeshold values
Step 2.1:Condition for the rainy season.
Step 2.2:Condition for Cold Season.
Step 2.3:Condition for Hot Season
Step 2.4:Condition for Strom Season

Step 2.5:Condition for Cloud mask Season

3.8. CHAPTER SUMMARY

This chapter discussed the proposed architectun@Tebased smart irrigation
system. The proposed architecture aims to cleacdhected IoT sensor data. As the
collected dataset has many defects such as neissgrserrors, outliers etc., it is not

suitable for decision making. The proposed Jo’sitacture contained three prominent
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phases, namely data collection phase, preprocephiage and classification phase. In
which the mutual test environment is developed data collection. The data is
collected from various agricultural related sensénem different locations for
irrigation. 25 sensors are placed in five differleations for this purpose. After data
collection, the preprocessing phase is enablethisnphase, three different techniques
are proposed to clean the data. Theylmtectionand Removalof Noise in 0T Data
by using Central TendencfDaRoN), Technique for Andling séNsor erOrs in
Smart irrigation systemTANOS) and ensklble filtEr-based featuré&election for
0T Agriculture Datg MESIA) . DaRoN is proposed to detect and remove the moise
the collected sensor data, TANOS is proposed fodlvg the sensor errors in the
collected set and MESIA technique is proposed é&eding the relevant features for
decision making during various seasons like raegssn, cold season, summer, etc.
Eventually, all these three techniques are combumeder Jo's Architecture which
selects the appropriate technique according tod#ta cleaning problem. The third
phase of Jo’s architecture is classification. Theppcessed data is given to this
phase and SVM classifier is utilized. Based ondlassification results, the decision
is made. All the proposed three preprocessingnigales are evaluated in terms of
accuracy, precision, recall and F1 score usingcthrdusion matrix and result in a
high accuracy rate. Hence, Jo's architecture hdrtiee mutual test loT data perfectly

and improved the classification accuracy.
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Chapter — 4

DaRoN: A Technique for Detection and Removal
of Noise in |oT Data By Using Central Tendency

4.1. INTRODUCTION

IoT is the supreme technology for data collectibnthis DaRoN technique,
data are collected using IoT sensors under mutodl raulti-test environments. A
mutual test environment has the same set of sensed in the same field for data
collection whereas a multi-test environment hasfferént set of sensorho, 19.
Traditional data collection problems are avoidedusing a mutual and a multi-test
environment, but there arises new problems liksa@and sensor errors. Sensor errors
are caused by device failures, interrupted conoeatic. For example, Not a Number
(NaN) error is a type of sensor error caused bgriapted connection. Noisy data are
meaningless or useless. Noisy data need to beogessed before processifss§, 11.
Because, noisy data cause two major problems ma@lytics. One is an increase in
model training time and the other is unreliability classification and prediction
accuracy. Noise in data makes the process of dxtgameaningful information a
tedious one. So, a novel technique DaRoN is prapdee noise detection and
removal of the data collected from IoT sensors undetual test and multi test

environments.

4.1.1. Categories of Noise
In the collected data, many forms of noise can besgnt like repetitive
values, null values, error values, missing valoesliers, sensor errors etc. Noisy data

can be categorized based on two asp@dts, 19]. One is based on the position of
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the noisy data and another is based on the typmisE present in the data. Position
based noisy data can be further classified as ¢lagse and attribute noise. Type
based noisy data can be classified as point antthcmus noise. The categorization of

the noisy data is depicted in figure 4.1.

Noise
|
J v
Position Type
v A 4 A 4
Class Noise Attribute Noise Point Noise Continuous Noise
7 v
1. Contradictory 1. Erroneous
instances value
2. Mislabeled 2. Missing values
Instances 3. Incomplete
Value

Figure 4.1: Categories of Noisy Data

a. Class Noise

Classnoise is a type of noise that occurs when noigaresent in the class
label. Class noise removal is a tedious task fodatla analysts because these noises
cause ambiguity whether all instances of a classpaoperly classified under the
appropriate class label or ndHo, 19. There are two types of class noise such as
Contradictory instances and Mislabeled instancesiti@dictory instances are said to
occur when the same attribute value appears ierdiit class labeldzor example,
temperature sensor 1 and humidity Sensor 1 araetkfistand h respectively. The

class label is positive for attributes such as &magure () = 35, humidity (h) = 40
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and the class label is negative for one instandepasitive for another instance. Then
it is called as contradictory instance.

The mislabeled instance is said to occur whenbaitei values are misplaced
under the wrong class label. This error is comnmodaita analytics. For example, the
class label is positive for attributes such as &maure (f) = 18, humidity (k) = 32
and the class label is positive fart38 and h = 59 that is the same attributes with

different values.

b. Attribute Noise

Attribute noise occurs when noise exists in thehatte value. Attribute noise
is classified into three types namely erroneousiejaimissing value and incomplete
value[Gar, 18]. Comparing with class noise, attribute noise iserftarmful because,
as it directly affects the prediction results. EBeous values are stored rather than the
measured sensor value or actual value. For exatm@egctual measured temperature
sensor value { 40° C may be wrongly stored as 20 ° C. If thaglee is made based
on the stored wrongly data, then the classifieuesxy will not be reliable. Missing
Values occur when data collection is interruptee tlu poor network connection or
power failure or environmental issues like earthgsa storms etc., In these cases,
there is a possibility of data loss and withoutppoeessing these data, one cannot
proceed further with the analysis.

For example, consider a smart agricultural envireminif the humidity sensor
data (h) is only available for 2 hours for a day then rexidion can be taken and it
may lead to ambiguity. Generally, it is better smtle missing values after cleaning

class noise and attribute noise. Incomplete valearms completeness of data is not
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available. For example, in smart irrigation, dems will be taken based on the
combination of two or three sensor data (soil nwest(s) and humidity sensor (hl)

data). In this case, if anyone sensor data is wailable then the decision making
process is affected. Because of this reason, ati¢riboise is considered more harmful
than others. Types of noise are shown in tablevtli examples.

Table 4.1: Types of Noise

Temperature Humidity
sensor Value sensor value Target Class Types of Noise
(t1) (°C) (hy) (9-kg-)
35 40 Wet (Positive) | Contradictory instances
35 40 Dry (Negative)
18 32 Wet (Positive) | Mislabled instances
38 59 Wet (Positive)
15 23 Wet (Positive) | Erroneous value
95 145 Dry (Negative)
23 Dry (Negative) | Missing values
18 0.00 Wet (Positive) Incomplete Value
*Noisy data are highlighted in table

c. Point Noise
The Point noise arises when there are sudden desan data points, this can

be easily identifiedPet, 17]

d. Continuous Noise
Continuous noise occurs when there is a graduaiimishe data points and the
deviation is difficult to be identifiedJpm, 19 [Asi, 1§. Pictorial representation of

point noise and continuous noise is depicted iarégt.2.
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Figure: 4.2: Types of Noise Data

4.2. BACKGROUND STUDY
4.2.1. Noise removal techniques

Noise removal techniquesifi, 20a] are classified into three types. They are:
feature selection methods, techniques to remov&erinirecords and anomalies based
methods. Feature selection metho8ar], 1§ are used to select and eliminate features
from the collected data. Generally feature selectitethods are best for removing
noise in columns. Feature selection methods assified into three types which are
filter method, wrapper method and embedded methidte popular method used for
noise removal in records is the K fold validati@@®hp, 0]] and manual validation. K
fold validation is not suitable for streaming délaT data) and large data. Manual
methods are used for special datasets such as Imeitadata (Collected data
environment). This method adapts various technigiwesemove noise which is
suitable for the collected data set. Anomaly d&ecis used to identify the deviated
data from the collected dathgn, 17]. So this method is suitable for outlier detection
and removal. Here, Data is collected in a mutuat gmvironment. So, traditional
noise removal method does not apply to other enwients. Noise removal

techniques are depicted in figure 4.3.
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Noise Removal Technique

JJ

v
Feature Selection Noise in records Anomalies based
\4 \4
1. K Fold 1. Cluster-Based
1. Filter Method Validation Anomaly Detection
2. Wrapped Method 2. Manual Methods 2. SVM-Based
Anomaly Detection
3. Embedded
Methods

Figure: 4.3: Traditional Noise Removal Techniques

4.2.2. Working with noise removal techniques

All noise removal techniques undergo three staffesy are: robust, filtering and
polishing. Robust is used to remove errors and niadkelata standardized. Filtering is
used to remove noise or to select noiseless datshihg is used to replace the error
values. These three stages require separate teesnigr the processing which leads

to an increase in time and reduces the accurathyeahodel.

4.3. RELATED WORKS

Garcia et al., Gar, 16] proposed a method to improve the accuracy of the
noise removal method. Meta Learner (MTL) was usedrémoving redundant data
and irrelevant data. Meta features were used featorg new features from the
corrupted features. Class noise was not handlegedsoin this method so system
processing time was increased.

Saez et al.,Jae, 17 proposed a technique to detect and filter noiajad
Iterative Class Noise Filter (INFFC) was used foise filtering, which is done in

three stages namely Preliminary Filtering, Noiseeffiltering, and Final removal of
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noise. Ensemble Filter (EF) used multi classifi@apport Vector Machine (SVM),
C4.5, K Nearest Neighbor (KNN)) to remove noisyadathe noise was removed
iteratively by using lIterative-Partitioning FiltélPF). This technique did not handle
attribute noise and continuous noise.

Wang et al.,\IVan, 2( proposed a framework to increase prediction aoyr
by removing noise in the wind data. Complete EndemBmpirical Mode
Decomposition with Adaptive Noise (CEEDMAN) techae& was used for noise
removal. Multi-tracker Optimizer (MTO) was used fooise detection. This method
was only suitable for small data set because mean iacreased while using a large
dataset. Existing noise removal methods are listédble 4.2.

Table 4.2: Existing Noise removal Methods

Author Name Robust Filter Polish
[Gar, 16] MTL MTL Meta features
[Sae, 17 INFFC, EF, IPF INFFC, EF, IPF Not considered
[Wan, 2Q CEEDMAN MTO Neural network

4.4. Need for research

Repetitive values, null values, error values amtsaeerrors affect the collected
data set. The literature indicated repetitive valumill values, error values and sensor
errors have not been handled properly by the egstechniquesFigure 4.4 shows
the details of collected data under a mutual tegirenment.

There is a significant difference between the tradal 0T environment and
the Mutual test environment. Problems like repeatitvalues and error values are
highly present in the mutual test environment. @alitional preprocessing methods
are not suitable for this data. Figure 4.5 shovet the performance of traditional

noise removal techniques testing with the colleciat.
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Figure 4.4: Type of Noise in collected data
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Figure 4.5: Traditional noise removal technique pefiormance
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Figure 4.5 proves that traditional noise removathods are not capable of
handling the mutual test environment. The mutuat gnvironment is a growing
research area in the field of data preprocessiegck, this research work focuses on

the Noise removal in mutual test environment.

4.5. OBJECTIVES
The chapter aims to detect and remove noise inr dodienprove the accuracy
of decision making. Repetitive values, null valuespor values and large data sets
agonize the existing methods a lot. This has mtet/éo propose a new technique to
handle large data set, repetitive values, nulleslerror values and all types of noise.
+ To handle types of noise (point noise, continuoase) attribute noise and
class noise) separately.
+ To eliminate the repetitive, null and error valueghout corrupting the
collected data.

+ To combine the traditional stages of noise rempvatess.

4.6. METHODOLOGY DIAGRAM

The proposed DaRoN technique combines various stafy&raditional noise
removal techniques that is robust, filtering andigming. 10T sensor has timestamp
value ie., Time details of the data collected whighused for robust and filtering.
Mean values replacement is used for polishing. tExgsmethods require a separate
technique for robust, filtering and polishing whidad to an increase in processing

time and system complexity.
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Existing methods DaRoN Technique
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Figure 4.6: Methodology of the Existing vs. DaRoNechnique

All types of noise are not handled properly by #wasting methods. So
accuracy is not reliable. Thus, it is not suitatolereal time but, DaRoN handles all
types of noise by combining the three stages adenoémoval. DaRoN methodology
is shown in figure 4.6.

The data is collected under a mutual test environim®o, traditional mean
value is used for polishing. In a mutual test emwiment, general noises like missing
values and outliers are avoided. But, there is ssipdity of other forms of noise.
They are repetitive values, error values, null galusensor errors etc. Sensor error
occurs when a sensor failed to collect data gelyesahsor errors are existed in the
form of missing values. Sensor error will be haddédter balancing the data. There

are two types of sensors in the mutual test enwment. One is the parent sensor
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which is perfectly placed and has less noise. 8®es are easily removed by using
parent sensor values. The second type of sendbeishild sensor which is placed

near to parent and plays a supporting role to theerg sensor. The mutual test

environment is shown in figure 4.7.

Child Sensolr Child Sensosr
Child Sensoy @

Figure 4.7: Mutual test environment

Parent Sensor

4.6.1. Working of DaRoN technique [Jan, 21b]

Data are collected by using 5 sets of sensors (Moilsture sensor (S),
Temperature Sensor (T), Humidity Sensor (H), Ragms®r(R), and Wind speed
sensor (W)) which are placed in 5 different locasioSo totally there are 25 sensors.
T, S, H, W and R represent a sensor set each élesrents (members) listed below.

T={t, t t3 14, s},

S={s.% % % S}

H = {hy hz hg hy, he},

R ={ry, 1z, 13, ra rs}

W = {wi, W2, W3 W4, W5}

Li={ty1, si,ha, r1, wi} similar for Ly, Lz, Ls, Ls
Therefore, L can be writtenas L ={T, S, H, R, W}
Initially, robust and filtering is performed based the timestamp value. That

is, one observation for every two hours. This reduttie 1440 data readings (24 hours
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data) into 12 data readings per day. The continnoige is partially avoided by using
robust and filtering because generally continuooisenis identified after reaching a
certain point. But, the proposed condition splits tata into 12 observations per day
so that continuous noise is partially avoided. Afpolishing, continuous noise is
entirely handled. Data with the same timestampremgoved so that repetitive values
are filtered. Data are selected on a regular iatergf 10 minutes. For example, from
the filtered data, 1Bminute data is selected for day 1"a@inute data is selected for
day 2. This is done because, data collected ataemiervals will avoid continuous
noise. Alternative minute selection is used to dwmntinuous noise. This process is

continued for the entire collected data. The apghassed for data selection is shown

in table 4.3.
Table 4.3: Data selection approach
Day 1 Time Anti Meridiem (AM) Post Meridiem (PM)
Period
Hour 1-2 | 2-4| 4-6| 6-8 8-10 10-12 12-2 214 46 68 8410 -1

Minutes 10 | 10| 10| 10 10 10 10 10 1p 10 10 14

Day 2 | Time Anti Meridiem (AM) Post Meridiem (PM)
Period
Hour 1-2 | 2-4| 4-6| 6-8 8-10 10-1Z72 12-2 2¢4 46 -8 8410 -120

Minutes | 20 20| 20| 20| 20 20 20 20 20 2p 20 20

Point noise which is in the form of error valuesamoved by comparing child

sensor mean or mode or median values against pseanbr value. If the values are
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near to the parent sensor value then it remainbanged else it is replaced with the
parent sensor value.

sum of all elements
Total number of Elements

Mean(u) =

_ (1~ £)
Mode(a = L N 1) =(t,- 1)

Median( M) :m

If a sensor error occurs in any elements of R,, WVSH then it will be ignored.
Because, the sensor error will be handled only &fitancing the data set. Most of the
time mode value is not near to the parent sensloieviaence it is not selected. The
mean, median and mode are calculated exclusive; dfecause sris the parent.
(Common for all4, s, hs, ws). Mean, Median and Mode election are shown iretdbd.

Table 4.4: Mean, Median, Mode selection example

r ro rs I I 5 Mean | Median | Mode Selected

318 | 429 589| 651| 520 | 496.75 509 589, 651, 318, 429 Median

257 | 284 304 369 314 3035| 294 284, 369, 257, 304| Mean

187 | 201] 252 198 NaNf - - - Ignored

NaN | 196| 423 38% 200 - - - Ignored

* Not a Number (NaN) sensor Error
** Mean, Median, Mode are calculated exclusive ofy

Nearest value to the parent is selected

Null values are replaced with the mean value ofrdst of the elements. For
example, if 1 has a null value, it is replaced by the mean vafug ts, ty, ts. If no null
values are found, this process is continued fothallelements in T, S, W, H, R. Table

4.5 shows the null value replacement procedures,ThaRoN handled all noise.
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Table 4.5: Null value replacement procedure

tp | to | t3 | ta | ts Mean Calculation Mean Value*
25| 26| O 29| 24| t +t,+t, +t, 26

4
28| 29| 28| 31 O t +t,+t +t, 29

4
0| 0| 34| 36/ 30| t, +t,+t, 33

3

T (t1,t, t3, &4, ts)values are °C scale
* null values replace by mean values

The steps involved in the DaRoN technique is diseddelow,

4.6.2. Steps for DaRoN technique

Step 1:Data is collected using various sensors for eteoyhours from various locations

Step 2:Collected data is stored in cloud database

Step 3:Data is retrieved from the cloud for preprocessing

Step 4:Mean (), Median () and Mode () are calculateddibsensor data

Step 5:Each sensor value is compared with the next vadirgy time value (Td)

Step 6: The redundant values are identified and removed

Step7: After that, Point noise and error values araiified

Step 8: The identified point noise and error values anglased by the computed
Mean (), Median () and Mode ()

Step 9:Redundant values, point noise and error valueswseessfully removed

Step 10:Cleaned data is generated
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4.6.3. DaRoN technique
Technique: DaRoN
Input: Raw data

Output: Cleaned Data

L={Li, Ly L, Ly Ls} (or) L={T,H, W, S, R} /I L denotes Location

La={t1, hy, Wi, 11, S}

T={t, b, t3, y, t5} /I T denotes temperature sensor values
R ={rq, ry, 13, 14, s} /I R denotes Rain sensor values

W = {wy, Wo, Wa, Wy, Wk} /I W denotes Wind sensor values
S={s, 9 S % S} /I S denotes Soil Moisture sensor values
H= {h1, hp, hg, hy, he} /I H denotes Humidity sensor values
Initialize i = 0;

Set timer=00:00:00:00
while (i< 12) /I One observation in every two hours

select R (Td[i]) /l where R denotes Rain sensor values, R 5 K, I3, I4, I's}
select T (Td[i]) // where T denotes Temperature sensor values, T, t, t, t}
select W (Td[i]) // where W denotes Wind sensor values, W =, fug, W, W, Ws}
select H (Td[i])// where H denotes Humidity sensor values, H 5,{h,, hs, hs, hs}
select S (Td[i])// where S denotes Soil sensor values, S745 S, &, S}

sleep(7200) // 7200 seconds

i++
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if(i==12)
reset timer

i=0

compute R (1), R (M), &R (2); // mean, median and mode value of rain sensor

compute T (1), T (M), & T (2); /I mean, median and mode value of Temperature Senso

compute W (i), W (M), & W (Z); // mean, median and mode value of Wind senso

compute S (1), S (M), & S (Z);  // mean, median and mode value of Soil Moisturesan

compute H (1), H (M), & H (Z);  // mean, median and mode value of Humidity sensor

for (int i=0; i<12; i++)

end

end if

if( r. (Td[i]) < rq(Td[i+1])) // Checking Redundant values based on time (Td)

remove {(Td[i])

compute rest of R, and all elements in TW, H, S
X=((RMR (K), R (M), & R (2))) /lcheck approximate nearest value
else if (X == True)

compare all elements ofi&h R (1), R (M), & R (Z) select the nearest value

replace with R (1), R (M), & R (2)

compute all elements in T,W, H, S
else if (F> 0)

keep the values

compute rest of R, and all elements in TW, H, S
else

replace with R (1), R (M), & R (2)

end for
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DaRoN technique successfully handled all typesade. Figure 4.8 shows the types

of noise handled by DaRoN.

DaRoN
Position
Clas: Noise Attribute Noist
| Type
\4 l
Point Nois: Continuous Nois Point Nois: Continuous Noise
Form Form
Repetitive Values Repetitive Values
Error Values Error Values

Null Values

Figure 4.8:Noise handled by DaRol

As depicted in figure 4.8, the proposed DaRoN Tepe removed the noise

in the sensor data.

4.7. RESULTS AND DISCUSSIONS

For this research work, data are collected in aualuest environment. So, it
cannot be compared to traditional methods. Fromfithee 4.5 it is clear that the
existing techniques are not suitable for handlingse data. The DaRoN technique is
applied to the SVM classifier to check the perfoncg& Confusion matrix metrics
(precision, recall, accuracy, f1 score) are useaé¢asure the performance of DaRoON.
In figure 4.9 performance metrics chart, X-axisresgnts the performance metrics
and the Y-axis represents the confusion matrix e@luDbaRoN achieved 96.05%

precision i.e., positively predicted values frome ttollected data. F1 score is calculated
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using precision and recall measures. DaRoN achi@@ezir% F1 score. The recall is
the detection possibility of the classifier. DaRakhieved 85.14 recall. Accuracy is
the fraction between correct prediction and totadjction. DaRoN achieved 84.18%

accuracy. Figure 4.9 shows the overall performaridbe DaRoN technique.

Performance of DaRoN
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Figure 4.9: Performance of the DaRoN

4.8. FINDINGS AND INTERPRETATIONS

This section explains the experimental results hef DaRoN technique It
explicates the strength of the DaRoN technique hod DaRoN achieves better
results compared with traditional noise handlinghteques. It also justifies how the
DaRoN technique is better than the traditional @biandling techniques.

The DaRoN technique was used as the central tepdmeasure to remove
noise in the mutual test loT environment data. BaRoN has not focused on sensor
errors.

In this research, the DaRoN technique is appliedhto SVM classifier to
evaluate the performance of the technique. DaRdieaed better performance than

existing noise handling techniques in all perforsemetrics. So DaRoN improved
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the SVM classifier performance better than existechniques. Combining the three
noises, handling stages into a single step by usimgstamp value and central
tendency method is the reason for the good perfocsaf DaRoN technique. Table
4.6 shows the performance of DaRoN technique.

Table 4.6: Performance of DaRoN technique

Performance Metrics

Techniqgue Name —
Precision F1 Score Recall Accuracy

DaRoN 0.9605 0.9027 0.8514 0.8418

4.9. CHAPTER SUMMARY

Traditional noise removal techniques have not aered all types of noise
(Class noise, point noise, attribute noise andicoaus noise). These methods are not
capable of handling data collected under a muestl énvironment. There are three
stages in noise handling technique, namely roffilisting and polishing. The proposed
DaRoN used timestamp value for robust and filteang central tendency measures
for polishing. Combining the noise processing stagethe proposed DaRoN technique
achieves better performance than the traditionghrtgjues. DaRoN provided good
results in terms of all performance metrics. DaRsaisfied the objectives namely, to
handle types of noise (point noise, continuous eaagtribute noise and class noise)
separately, to eliminate the repetitive, null ambrevalues without corrupting the
collected data and to combine the traditional Sagiethe noise removal process.
DaRoN handled all types of noise except sensorsrafter removing class noise,
the data set is balanced. Only when the noisy datamoved sensor errors can be

handled. So, sensor error will be handled in #ve mork.
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Chapter - 5

TANOS: Technique for hAndling seNsor
errOrs in Smart irrigation system

5.1. INTRODUCTION

According to Yi et al., Yi, 19], mutual test environments are not directly
affected by missing values and outliers. Missinguea are present in the form of
sensor errors. For example, Not a Number (NaNprdnfinity (Inf) etc. NaN error
exists in the collected data and is listed in tdble These sensor errors occur due to
connection failure, sensor failure and power falufhere are various reasons for
sensor errors, which are listed in figure 5.1.

Table 5.1: Collected Data with sensor errors

Soil Moisture Temperature Humidity wind Rain Status
0.05 27 40 NaN 100 | Low
0.06 27 NaN 210 100 | Low
0.08 NaN 45 500 110 | Medium

Sensor Errol

A4 A4 A4

Connection Failure Power Failure Sensor Failure
Poor connection Damaged Battery Sensor Malfunction
Low-quality wires Power shutdown Low-quality sensor
Loose Connection Bad Power cable

Figure 5.1: Reasons folSensor Error
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Generally, while collecting data, some rows are tyngr valueless. These
values are known as missing values. Missing va[itesn, 19 frequently exist in

many loT environments. The problems endured ardiored in figure 5.2.

Missing Values

A 4 A 4 A 4

Makes harder the data Reduces the The data mining
Analysis Prediction Accuracy process is misled

Figure 5.2: Missing value problems

Missing values are categorizesifa, 1§ based on the position which means all

missing values are not harmful. The categorizabbmissing values is depicted in

figure 5.3.
Missing Values
v v v
Missing Completely Missing at Random Missing Not at
at Random (MCAR) (MAR) Random (MNAR)
Less Harmful Less Harmful More harmful.

Figure 5.3: Categories of Missing values
MNAR type missing data does not exist in the pregognvironment but,
MAR and MCAR exist in the collected dataset. Thésea difference between
traditional missing values in the IoT environmentanissing values in the mutual
test environment. In a mutual test environmenteptaisensor plays a vital role in
solving missing values of child sensors. If thegoérhas missing values, then the
child sensor plays a vital role to solve it. A dieth description of the missing values

[Arm, 17] is discussed in table 5.2.
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Table 5.2: Detailed description of missing valuesgp, 18]

Details MAR MCAR MNAR
Name Missing at Random Missing Completely atMissing Not at
Random Random

1=4

Meaning | Data missing in the Data missing in the restData missing in the
collected data and notof the target class ortarget class or variable

in the target class. variables but not but affecting the target
affecting the targetclass.
class.

Method | Most of the Time Most of the Timeg The deletion method
Deletion is the Deletion is the is not applicable for
recommended methogrecommended methodthis Type.
But the position of the But the position of the Interpolation or|
value decides thevalue decides theimputation methods
method selection. method selection. are used based on the

nature of the data.

Example|| T | R |[H| S T|R|H]| s TR |H]['S

X 350 | 40| Rain X 350 | x Rain 15 X X | Rain
38 | x | 70| Hot 38 | x | 70| Hot 38 | 880] X | Hot
12 | 880| x Avg 12 X X Avg X X 50 | Avg

T => Temperature T => Temperature T => Temperature

R => Rain R => Rain R => Rain

H => Humidity H => Humidity H => Humidity

S => Status of WaterS => Status of WaterS => Status of Watef

(Target class) (Target Class) (Target Class)

X =>Missing Values | X => Missing Values | X => Missing Values
R is a target variable inR is a target variable inR is a target variabl

W

rowl. rowl. in rowl.
T, H are the targetT, H are the targetT, H are the target
variables in row 2. variables in row 2. variables in row 2.
T is a target variable inT is a target variable inT is a target variable
row3. row3. in row3.

Problem | Harmless Harmless Harmful

5.2. Background Study
5.2.1 Missing Value Handling Techniques

Existing Missing values handling techniques arasifeed into three types and
are listed in figure 5.4. Deletion method, impuiatitechnique, statistical and
prediction models are various techniques to hamiksing valueslee, 19. The

deletion method eliminates the data in three difiermanner, by using list wise,
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pairwise and dropping variableSyr, 19]. List wise deletion deletes the entire record
from the datallos, 2Q. The main problem of list wise deletion was dhss. So,
pairwise deletion was introduced. In a pairwiseetleh, particular variable was
deleted Ran, 21. But if the deleted variable has variable dep@&wmge then this

method was not applicable. The variable droppinchneque was introduced to

Techniques to handle Missing Values

v v v

Deletion method Imputation Techniques Predictive & Statistical Models
I
1.Listwise 1. Deductive Imputation 1. Linear Regression
2. Pairwise 2. Mean/Median/Mode 2. Random Forest
3. Dropping Imputation 3. K Nearest Neighbor
Variables 3. Random Sampling 4 Expectation
Technique Imputation Maximization
4. Regression Imputation 5. Sensitivity Analysis
5. Multiple Imputation

Figure 5.4: Techniques to handle Missing

overcome the drawback of pairwise deletion. Thehtéque was used to select or to
drop the dependent and independent variables. Ene dnsadvantage of this method
is the additional support which is needed to idetitie variable dependencgiia, 21].
Comparisons between various deletion methods atedliin table 5.3. The
deletion method is suitable for MAR and MCAR valu&bke proposed environment
has sensor errors in the parent sensors and euleletta has a variable dependency.

So the deletion method is not applicable to théectéd data.

Data Preprocessing Techniques for |oT Based IriigaBystem 70



Chapter 5 TANOS: Technique for hAndling seNsdDrs in Smart irrigation system
Table 5.3: Comparison of deletion methods
T R w Status List wise Pairwise Dropplng
Variable
. Delete entire | Delete W
20 | 380| NaN Rain W (Pair Value) SelectT, R
. . Delete T
NaN | 400| 2536 Heavyrain Delete entire T 7. Select R, W
(Pair Value)

T is Temperature Sensor Value (°C)

R is Rain Sensor Value (Sensitivity Value)
W is Anemometer (Wind sensor value) Feet Per MijBRM)
T, R, W are all dependent variables.

matrix. Statistical methods and other mathemateeahniques are adopted for matrix
creation. There are many methods in the imputagchniques, and figure 5.7 lists
some of the popular methods. Generally, the intprtanethod is selected based on

the nature and behavior of the data. Table 5.4udssd the types of imputation

Imputation techniques are used to replace the ngsg&lues by using a data

techniques with their advantages and disadvantadele handling traditional and

mutual test environment data.
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Table 5.4: Imputation techniques for traditional IoT and mutual

test IoT environments

Method Working Traditional 0T Data |Mutual test loT Data
Deductive This technique usesThis is the simplest | Variable dependency
Imputation logic or statistical | and best method and relationship
measures to find | because the loT between variables are
[Lin, 20] the relationship variable has not constant. So, this

between the
variables for
replacing the
missing values.

dependency and
relation with other
variables.

method is not suitable
For example, in the
rainy season, target
class depends on the
rain sensor values, bu
in the sunny season,
the rain sensor values

Mean/Median/Mode
Imputation

[Had, 20

This method uses
the mean or
median or mode
value to replace thg
missing value,
error value and
inconsistent value.

This method is not
recommended for
traditional loT

> applications because
this method suffers
when the variable has
relationship between
them. The distance
between the attribute
values are not
common, hence this
method is not
recommended

This method is suitabl
for mutual test
environment because
of the single variable
(parent sensor)
dependency on the
mutual test
environment. DaRoN
technique has used
central tendency
values to handle nois€.
The distance between
the attribute values is
common thus this
method is used.

1%

Random Sampling
Imputation

[Wij, 20]

y This method uses
random sample of
the variable for
filling the missing
values.

a1 This method uses
random sampling
based on the seeder
value. But this method
does not affect the
original observations
hence this method is
applicable.

If a missing value
exists only in the child
sensor, then this
method is the best
solution.
Unfortunately, in somg
places, sensor error
occurs in the parent
sensor, so this method
is not applicable.
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Regression
Imputation

[Ver, 20]

The regression
model is used to
fill the missing
values based on th
variable
dependency.

This model used a
regression model to
predict and replace
emissing values. Hence
it is recommended for
traditional 10T data.

This method is also
recommended if the
parent sensor does ng
,have a sensor error.

—

Multiple Imputation

[Hug, 18]

This method uses
multiple
imputations to fill
the missing values
which mean the
best values are
selected from the
imputation set for
replacement.

This method provides
a set of values for
replacement and the
best value is selected.
Hence, it is
recommended.

Huge training time and
over fitting problems
are the two reasons far
not selecting this
method. Otherwise,
this method is
applicable.

Statistical methods and prediction models are usddl the missing values.

Based on the variable values, methods are sel¢¢tmu 17. Generally, statistical
methods are working based on distributions whidte ta lot of time. Hence, it's not
suitable for the mutual test IoT environment. Papwitatistical methods are listed in

figure 5.4.

5.3. RELATED WORKS

Tao et al., Tao, 19 proposed Incremental Space Time-based Model (I5TM
for missing value imputation. The author initiabpnverted 10T stream data into a
data matrix. The ISTM was used to reduce the ohattix conversion time. Neighbor
matrix values were used to replace the missingevdiu case if both the neighbors
have missing values then this method will not baliapble.

Du et al.,, Pu, 2Q predicted the base station traffic by using thdr&me

gradient boosting-long—short-term memory (XGBooS{fM). Min, Max and Mean
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values were used to replace the error values. Uith®maclaimed error values as missing
values. 10T traffic dataset was used by the model for prediction, XGBoostori,
LSTMori, Co_Modelori, and Co_Modelini were used thg XGBoost-LSTM model.
Training time increased a lot while working withtlbers. So, the author concluded by
stating that, if sensor errors were present inddiaset, then this method will not be

applicable.

5.4. NEED FOR RESEARCH
Missing values occur in the form of Sensor errarghe collected data. In
some places, the Parent sensor is also affectethelsensor errors. Figure 5.5 shows

the sensor error details in the collected data.

Sensor Error Details

-_'_’__.a

® Parent Sensor ™ Child sensor

Figure 5.5: Sensor Error Details
Figure 5.6 shows the harmless types of missingegabccur in the data. But,

this has to be treated because the parent seraidedsed by missing values.
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Type of Missing Values
(Sensor errors)

" MAR ®=MCAR

Figure 5.6: Type of Missing values (Sensor errors)
Figure 5.7 shows that the existing methods nedaketomproved for handling
this data. So research is needed to handle these of problems. TANOS is proposed to

handle these sensor errors with better performance.

Performance of existing Techniques

Precision F1 Score Recall Accuracy

PERFOMANCE METRICS

"1.XGBoost-LSTM N2.ISTM

Figure 5.7: Performance of Existing Techniques
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5.5. OBJECTIVES
The chapter aims to detect and remove sensor aéndhe dataset to improve
the accuracy in decision making. Sensor errorscaffee quality of the dataset and
therefore requires techniques to handle both paedtchild sensor errors. So, the
objectives of the proposed work are,
+ To handle sensor errors by using the imputatiohrtiegie.
+ To handle sensor errors from both neighbors iteld censors

and parent sensors.

5.6. METHODOLOGY DIAGRAM OF THE TANOS TECHNIQUE

Generally, a mutual test environment partially rges missing values and
outliers by using parent sensor. But the collectath has missing values in the form
of sensor errors and this error exists in some etsnof parent sensor. This error
occurs due to power failure or connection failuresensor failure. The proposed
TANOS technique is capable of handling sensor d@rr@n efficient way than other
existing techniques. The methodology of the progoB&NOS technique is shown in
figure 5.8. NaN is the only sensor error that exiatthe collected data. NaN sensor
error is identified using the keyword NaN. Initiglkhe error checker checks the error
in the child sensor if the sensor error is foul@ntthat particular child value will be
replaced by the assigned neighbor value. If botve hgensor error then it will be
replaced by the parent sensor value. After remosalhgrrors in the child sensors, the

error checks to the parent sensor.
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Sensor Error Data

1
No Yes
Child Sensor 1, 2 Replace with |
2 neighbor Valu
N .
Child Sensor 3, 4 Replace with i
3 Parent Valu
¥ Parent sensor Replace with Child| |
Sensors Mean
Value

\4
Error-Free Data

v

SVM Classifier

Figure 5.8: Workflow of TANOS technique

In some places, the parent sensor has sensor énatrare replaced by child
sensors mean value. This process is continuedIf@b aensors used in the proposed
Mutual test loT environment. Finally, errors arenceed from collected data and the
data will be error-free. TANOS removes the matronweersion problem by using

mean values and handles the situation that istif heighbours have missing

5.6.1. Working Procedure of TANOS technique
NaN error exists in the proposed environment. dllitj error positions and

missing value types are verified.
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Initially, Neighbors are assigned for each sensddcsensor 1 is the neighbor
of child sensor 2. If child sensor 1 has a sensar.ethen replace it by using child
sensor 2 & vice versa. This process is similar iddcsensors 3 and 4. Figure 5.9

shows that the process of assigning neighbors.

Figure 5.9: Assigning the neighbor
Where,

Cy, G, G, G4 = Child sensors.
P = Parent sensor

In the proposed mutual test environment sen¥p2™, 3¢ and 4" are child
sensors and'bsensor is parent sensor, for examplétts, tsare child sensors angl t
is the parent sensor
(t = temperature sensor).
ti= {to, ts}, t2 = {ts, ts}, t3 = {ta, ts}, t4= {t3, ts}, ts = {ts, &, 3, Ly, t5}
t; has two neighborgttsand § hastts as neighbors similar fogand t, respectively.
tsis the common neighbor for all child sensors.

If t; has a sensor error, then replace it by usingthialtie. In case ifitand ¢
have sensor error, replace it by usingdh{parent sensor) value. Similar fgrand .

This step handles sensor errors that occur in ceifgors.
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If the parent sensor has an error value, it wiltdy@daced by the mean value of
child sensors.

—_ t1 +t2 +t3+t4
° 4

TANOS uses mean imputation because the previousememoval technique
DaRoN used the central tendency measures. Sahihaleviation problem caused by
the mean imputation method is avoided. Thus, TAN@S&dles sensor errors efficiently
and enhances the accuracy of dataset making @ragaspredict and make decisions in

an error free manner. The steps involved in the D&Nechnique is discussed below,

5.6.2. Steps for TANOS technique

Step 1:Load data D

Step 2:Initialize all attributes namely T, H, W, R and S

Step 3:Define the Parent sensors and child sensors tagephe NaN values

Step 4:Assign neighbors for all sensors

Step 5:1If child sensor value is NaN then the value ofptsent sensor is replaced
likewise the parent sensor is NaN then it is regdilgy its child sensor value.

Step 6 If the parent sensogdnly NaN then it is replace by the mean value obf t;
and

Step 7:1f all sensor values are NaN then the entire rodeieted

Step 8:Missing values are replaced and the data is fined
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5.6.3. TANOS Technique

Technique: TANOS

Input: Noise removed and balanced data with sensor error

Output: Error-free Data

Load Data set D /I After cleaned by DaRoN
Assign N @) =t, /I 4 and b are neighbors
Assign N @) =t4 Itz and t, are neighbors
Assign N @) =t3, &, I3, iy IIta, t, t3, Ly, are neighbors ofd

/Ineighbors assignment is similar for all elemerntsR, S, W and H

Ift; =“NaN" &&t » = “NaN” &&t 3 =“NaN” &&t 4 ="“NaN” &&t 5 = “NaN”

Remove entire row

else if {= “ NaN” /I similar for all elementsin R, W, S, H
replace with 1 value /[ NaN denotes sensor Error NaN
else if 1= “ NaN” /I similar for all elementsin R, W, S, H

replace with 1 value

else if {=“ NaN" and b= “NaN”

replace with 4 value// similar for t3, t,and all elements in R, W, S, H

else if = “NaN” /linfrequent case

replace with Mean Value af t, t;, i // similar for all elementsin R, W, S, H
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else

Keep the original value /lunchanged

end if

end else

5.7. RESULTS AND DISCUSSIONS

In this research work, data are collected in a aiutest environment. So, they
can't be compared to traditional methods becaussuitual test environment sensor
has priorities as parent and child. Figure 5.7 pdothat the existing techniques are
not suitable for handling the mutual test environtndata. TANOS technique is
applied to the SVM classifier to check the perfonoe of the dataset after applying
the proposed technique. Confusion matrix metriagqjgion, recall, accuracy, fl1
score) are used to evaluate the performance of TANOTANOS technique is
compared with DaRoN technique to prove the improx@nmn the performance of the
dataset. In figure 5.10 performance metrics ch&dxis represents the performance
metrics and the Y-axis represents the confusiomixnadlues.

TANOS achieved 97.03% precision whereas DaRoN &eHie96.05%
precision. It has positively predicted values frdhe collected data. F1 score is
calculated by using precision and recall. TANOSiewdd 92.26% whereas DaRoN
achieved 90.27% F1 score. Recall is the detectosipility of the classifier. TANOS
achieved 87.14% whereas DaRoN achieved 85.14%l.réeauracy is the fraction
between correct prediction and total prediction.NI?$ achieved 85.18% whereas
DaRoN achieved 84.18% accuracy. The result showTthiOS technique outperforms

DaRoN technique. The performance of the SVM classié enhanced. Figure 5. 10
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shows that the performance of DaRoN and TANOS imgeof all confusion matrix

metrics.

Comparison Result

£3]
B
3
N
’

Precision F1 Score Recall

PERFORMANCE METRICS

1.DaRoN H2.THANOS

Figure 5.10: Comparison Result

In the above figure 5.10 proposed TANOS techniqugerforms DaRoN
technique in all metrics. DaRoN removes noisy dathdoes not handle the sensor
errors. But TANOS handles the sensor errors al$er Ahe DaRoN and the TANOS
technique are applied to the collected IoT irrigatidataset, all noises, including
sensor errors (missing values) are removed. Fitladlydataset becomes error-free.

Error handling is the reason for the raise in dfesgsaccuracy and precision.
DaRoN replaced the noise values with the mean sadwethat all elements in the
target class are filled except the sensor errdis [Bads to a balance in data partially.
But after the TANOS technique is applied, the dse¢a is fully balanced because
TANOS removed sensor errors that affect the tactgests. Now the data set has equal

number of elements in the target class.
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5.8. FINDINGS AND INTERPRETATIONS

This section explains the experimental resulthef@aRoN technique and the
proposed technique TANOS. It explicates the stiemjtthe TANOS technique and
how TANOS achieves better results compared with @akRchnique. It also justifies
how the TANOS technique is better than the DaRaKngue.

The DaRoN technique was used as the central tepd@easure to remove
noise in the mutual test 10T environment data. BaRoN has not focused on sensor
errors. So TANOS technique is proposed to handisaeerrors.

In this research, the DaRoN technique and TANOSriegie are applied to
the SVM classifier to evaluate the performance @hldechniques. TANOS achieved
better performance than DaRoN in all performanc&iose So TANOS improved the
SVM classifier performance better than DaRoN. Tdhke shows the comparison of
DaRoN and TANOS techniques.

Table 5.5: Comparison of DaRoN and TANOS

Performance Metrics

Technique Name

Precision F1 Score Recall Accuracy
DaRoN 0.9605 0.9027 0.8514 0.8418
TANOS 0.9703 0.9226 0.8714 0.8518

5.9. CHAPTER SUMMARY

Traditional missing value handling techniques hasefocused on the problem
when both neighbors have missing values. Therepigssibility of the occurrence of
over fitting problem while using existing methodsdahese methods are not capable
of handling data collected under a mutual testremvnent which have missing values

in the form of sensor errors. TANOS technique has@me this hurdle and handled
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all missing values. All sensor errors are in themfoof Missing Completely At
Random (MCAR) and Missing At Random (MAR). The psi of sensor errors
sometimes affects the target class so that impumagchniques are used otherwise,
deletion technique is the preferable method. Thep@sed TANOS achieved better
performance than the DaRoN technique. TANOS pral/gi®od results in terms of all
metrics of the confusion matrix. TANOS techniquadiiad the neighbor value sensor
error problem and removed the over fitting probldfarther, to increase accuracy,
these noise-free data are applied to feature smtedeéchniques to eliminate the

irrelevant features based on the environmentabseesnditions in the next chapter.
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Chapter - 6

MESIA: enseMble filtEr based feature Selection
for 10T Agriculture Data

6.1. INTRODUCTION

Feature selection is a preprocessing method useedtae feature space and
to select the best subset from the collected dateseires. Feature selection provides
a successful reduction in dimensionality, noisyadamd features removal, improves
learning algorithm accuracy (Machine/ Deep Learhingso reduces the model
building time and decision making efficienc$yn, 204d. The benefits of feature

selection are summarized in figure 6.1.

Benefits of Feature Selection
[

v v
Reduces Improves
> Noise » Accuracy
» Dimensionality > Decision Making
» Model Building Time

Figure 6.1: Benefits of Feature Selection

0T sensors which are used in this proposed muésalenvironmentake the
data collection process much easier, thethigh dimensionality (number of rows) of
the collected data and growing speed of data dyrexdtects the machine learning
process. There are three methods to handle featlihesy are: feature selection,
feature extraction and dimensionality reduction.atbee handling methods are
discussed in Table 6.1. Based on the table 6.1ureaelection is selected for the
proposed mutual test environmemit] 19]. Feature selection is the best choice

against data with huge noise and features that fedagonships between them.
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Table: 6.1:

Difference between Feature Selectionghture Extraction and

Dimensionality Reduction

Category Feature Selection Feature Extraction Dlmen5|onallty
Reduction
Other Name | Attribute / Variable Dimensionality Dimension
Selection Extraction Reduction
Definition Selecting the required | Creating a feature | Transforming the
features from the by combining existing | data dimensionality
collected Data. features from high to low
Process Selection Creation Elimination
Applications | Mammographic Image | Bag of Words (Text| Image Processing
[Mia, 16] Analysis, Criminal Behavior Modeling), Image | Map and
Modeling, Genomic Data Processing, and Navigation Systern
Analysis, Plant Monitoring, Auto-encoders
Mechanical Integrity
Assessment.
Methods Filter, All Neural Networks | Principal
[Sha, 20 Wrapper, and based methods, Component
Embedded Principal Analysis (PCA),
Component Linear
Analysis (PCA), Discriminant
and Linear Analysis (LDA),
Discriminant and Generalized
Analysis (LDA) Discriminant
Analysis (GDA)
Role in Data | Data Cleaning Data Cleaning and | Data Reduction
Analytics Data Reduction
Applicable Data with a huge noise | High Dimensional | High Dimensional
for and features in relation | and data having Data
more features

Plant monitoring is one of the applications of teatselection which is used in

the proposed environment. Dimensionality reductiod feature extraction methods are

preferred while using image datéad, 19, [Fer, 14. The feature selection methods

used in the collected 10T irrigation data redudes features, minimizes the processing

time and increases classifier accuracy. Featuect@h methods are classified into

three types. They are filter, wrapper and embedaedhods. Types of feature

selection methods are shown in Figure 6.2.
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Feature Selection Methc

¢ \ 4 #

Filter Method Wrapper Method Embedded Method
Set of all Set of all Set of all
Feature Feature Feature

: l o | Generate Generate a
Selecting the best ?» | aSubset Subse
subse g ‘
l o l 4 l ﬂ
Q
=
Learning g Learning Learning
Algorithm 8 | Algorithm Algorithm
& +
A v Performanc
Performance Performance

Figure 6.2: Types of Feature Selection methods

The filter method is the fastest feature selectimgthod which is classifier
independent, but it requires additional techniqteesletect the variable dependency
[Zho, 19. The wrappemethod is also a popular feature selection methadbffers
with over fitting and low fitting problemsWah, 18. Filter methods are classified
into two types univariate and multivariate. Unieae handles each feature
individually whereas multivariate handles featubased on the relationship between

them [Tsa, 19, [Sun, 18.
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The wrapper method is classified into two categoriehey are deterministic
wrappers and randomized wrappeZern, 19. A deterministic wrapper results in an
over fitting problem at a low level whereas a ramdeed wrapper has a huge risk of
over fitting problems Aic, 19]. Both wrapper methoddMao, 19 are dependent on
classifiers and take high computational time (CPhé).The embedded method is
the combination of filter and wrapper. This methisd designed to remove the
problems caused by wrapper and filter methods. @ method consists of two
parts namely, filter and wrapper. Among the twotpaf the embedded method, the
filter part works well at all times. But, the wragppart suffers with classifier
dependency and fitting problems. Based on theufeat of the proposed loT
environment, the filter method is selected for pgreposed work. Types of feature

selection methods’ are explained in Figure 6.3.
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Feature Selectiol

v v Y
Filters Embedded | | \/'aPPer
- Works without - Better than - Selecting best
classifier wrappers features
- Computationally - Classifier - Computational
effective dependent inefficiency
- Detects feature
dependency

A 4

A 4

Univariate method

Separately handles every
feature

Multivariate method

Finds relationship among
features

\ 4

v

Deterministic Wrappers
- Less over fitting risk -

- Classifier dependent

Randomized Wrappers
High over fitting risk
- Classifier dependent

Figure 6.3: Classification of Feature Selection mhbds
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6.2. BACKGROUND STUDY
6.2.1. Filter Method

Filter methods are fast in nature because theyada®pend on the classifier.
The only problem with the filter method is that,réquires additional support to
identify the variable dependency, but variable deleacy can be handled easily with
the help of supporting techniques. Generally, supmptechniques are selected based
on the nature of the datdJf, 21]. Table 6.2 shows the example of variable
dependency.

Table 6.2: Variable DependencyAyv, 21]

S No.| Temperaure Sensor | Rain Sensor ()| 0 OV B
y Value (FPM)
1 37 100 300 Dry
2 27 356 1500 Wet
Values Status
Threshold Values <350 Raining
350 to 480 Heavy Rain
480 to 640 Drizzling
Rain Sensor (R) 640 to 880 Rain Warning
> 880 No Rain
>38C Too Hot
Temperature Sensor (T) | >34°C to >38C Hot
>25°C to >34C Average
<25°C Low
Wind Sensor (W) <3432 Danger
2201 to 3432 Average
1761 to 2200 Low
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In this table, the 3Lrow field status is determined based on the tentpera
value. So the rain sensor and wind sensor values iraelevant because the
temperature is too hot. In ro“2emperature value is irrelevant because therairis r
In table 6.2, variable dependencies are identiiigdhe season based conditions. For
example, if the temperature sensor value is highveind and rain sensors values are
low, the status is updated a3ry” . If the temperature sensor value is low and wind
and rain sensors values are high, the status stegds Yet”. Figure 6.4 shows the

supporting factors that can be considered forriiigetechnique.

Variable Dependen:

Figure 6.4: Supporting factors for variable dependacy

The filter technique can be combined easily witheottechniques because it is
classifier independent. This independent naturtheffilter techniques make it more
computationally effective. Table 6.3 shows the &xgs filter techniques and their
applications. Among these, statistical filter i:digor multivariate filtering and user-

defined filter is used for univariate filtering the proposed MESIA technique.
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Table 6.3: Existing filter techniques

Type of filter Best Result Application

Wavelet Transform Filter | Image and Signal Data | Signal processing
[Dey, 21

Kalman filter [Vad, 21] Incomplete and chemicalCorrupted data recovety
data and image processing
Statistical MethodsDev, | Features with relations | All smart applications usge
20] numerical data.
User-Defined io, 20 Based on the nature of datSuitable for all applications.

6.3. RELATED WORKS

Aurora et al., Aur, 19] proposed a feature selection methodology to heandl
time-series data. This methodology transforms th&a dhto structured and standard
form by using a Support Vector Machine (SVM) maehiearning algorithm. The
author used four types of feature selection methbtbsvariate filter, multivariate
filter, wrapper and multivariate wrapper which werged to select the best features.
Multivariate wrapper provided better result amohg feature selection methods. 10
fold validations were the feature selection methoded in this methodology to
remove the over fitting problem caused by the mailiate wrapper, but this
methodology suffered low fitting problem.

Egea et al.,Bge, 17 presented a strategy to select the best feaiaréise
Industrial Internet of Things (IloT) data by usik@gst Based Correlation Feature
Selection (FBCF). Redundant features were harayeeBCF. Decision tree, Support
Vector Machine (SVM), and Logistic Regression dfeesss were used in this
strategy. But, FBCF increased the work executioeti

Mohtashami et al.,Mloh, 19] proposed a hybrid filter-based feature selection

method to classify microarray (gene data) data.gRaets, weighted rough set, fuzzy
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rough set and hesitant fuzzy techniques were ueedupport the hybrid filter.
Continuous features were handled by using apprsadke weighted rough set
dependency degree, information gain, and hesitenztyfapproaches. The rough fuzzy
theory was used to remove the redundant featut@s. method was fast but, could
not handle negatively correlated features.

Table 6.4 shows the details of existing methodsthant supporting factors.

Table 6.4: Existing Methods

Author Technique Supporting Factor
Aurora et al., Aur, 19] Filter and wrapper Data conversion and 10
fold validation
Egea et al.,Bge, 17 FBCF (Statistical method) Regression
Mohtashami et al.Mloh, 19] | Hybrid filter Fuzzy

6.4. NEED FOR RESEARCH

Mutual test data have continuous features and ivedyatcorrelated features
which are not handled by existing techniques. Hixet 6.5 and figure 6.5 show the
performances of the existing techniques againstiatu¢st data.

Table 6.5: Comparison of existing feature selectiomethods

Authors Name Methodology Selected Features

Aurora et al., Aur, 19] Multivariate filter-baseo 29
feature selection

Egea et al.,Bge, 17 Fast Based Correlatign 25
Feature selection

Mohtashami et al. Nloh, 19] Fuzzy rule-based 18
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Existing Techniques
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Figure 6.5: Existing Techniques performance

6.5. OBJECTIVES
The chapter aims to detect and remove irrelevaatufes and continuous

features in the collected dataset. The proposed IMEShnique also handles both
positively and negatively correlated features. &easelection increases the quality of
the classifier and therefore requires techniquesafbtypes of features. Thus, the
objectives of the proposed work are,

4+ To remove irrelevant features by using the threshalues.

<+ To handle continuous features by using the Pearsoelation

4+ To handle both positively and negatively correldeatures.
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6.6. METHODOLOGY DIAGRAM

In the previous work, the DaRoN technique removedsy data by using
central tendency and the TANOS technique handletsaeerrors by using the
neighbour value, the mean value of child sensaorg, garent sensor value. Now, the
collected irrigation data is cleaned, but releward irrelevant features are not handled
in the previous work. MESIA technique is proposedelect relevant features and to
remove the irrelevant features simultaneously. ME®chnique uses ensemble filters
to perform feature selection. A multivariate filtex used to combine the collected
features by using mean values. DaRoN and TANOShtqak uses mean values for
handling sensor errors. So MESIA technique alscs usean values for filtering.
MESIA technique methodology diagram is given irufig 6.6.

After multivariate filtering, univariate filterings performed by using season
based threshold values. These threshold valuesassgned based on the sensor
values and its status. The supporting factor fer whivariate filter is the threshold
values and the factors are shown in table 6.2. &tate filter handles negatively and
positively correlated features by using Pearsometation. Pearson correlation is the

popular correlation method used to find the retatietween the data.
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Ster 1 Multivariate Filtering
Variables before Variables after

Multivariate filtering | pean | _Multivariate filtering
S| | |9 |S S
W1 | Wy | W3 | Wa | W5 w
t1 [t |3 |ty |5 T
hy |hy [hg [ hy | hs H
i [ |3 [ |TIs Mode R

Li L Lz LaLs l

L
\4

Step 2 Univariate Filtering

Season True False

based [ selected Removed Selected Removed
Condition
Cold T,H W, R S S T,H W, R
Hot T,H, S W, R W, R T,H, S
Rain R T, W,S, H T,W,S, H R
Storm W, R T,H, S T,H, S W, R
Cloud Mask| T W, S H,R W, S, H R T

v

Relevant Featur: are selecte

Figure 6.6: Methodology of MESIA

6.6.1. Working of MESIA technique

Data are collected by using 5 sets of sensors (Boisture sensor (S),
Temperature Sensor (T), Humidity Sensor (H), Ragms®r(R), and Wind speed
sensor (W)) which are placed in 5 different locasioSo, totally there are 25 sensors.

T, S, H, W and R represents each sensor set amdheac5 elements (members) as

listed below.
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T={t1, &, t3 1y ts}

S={s1,% % % s}

H = {hy, hp, hg hy hs}

R ={rs, 12, 3, 14 s}

W = {wi Wy, W3 W4 Ws}

Li={t;, s, hy, r;, wa} similarly for Ly, Lg, Ly, Ls
Therefore, L can be writtenas L ={T, S, H, R, W}

There are 30 features (except for the timestamp Tardet Class L). The
timestamp feature is independent, but all othetufes are dependent on the time-
stamp. So it remains unchanged during the filtecess. Initially, a multivariate filter
combines the sensors values by using mean valnethel previous DaRoN and
TANOS techniques, most of the time parent senstrevas selected to replace the
child value. This mean value is the nearest valuthe same value while compared
with the parent sensor value. So, the mean valpesents actual data.

L1, Lo, L3, Ls, Lsare Target class values concerning their locatibichvare
also common most of the time. The mode is calcdlatethe number of occurrences
of a value and it represents L'’s status. For exarhplL,, L3, Ls, Ls = {wet, dry, wet,
wet, wet} then L's status will beWet” based on Mode calculation. After the mode is
calculated, the multivariate filter uses the Staigd method as a supporting factor to
select relevant features. Finally, after Step telaee only 7 features.

In MESIA technique, banana plant irrigation datzaediected. Generally, this
plant requires a lot of water, but during the ras@ason, watering has to be limited or
stopped for the plant's health. So, the first cboliis framed to handle the rainy

season. The univariate filter uses season basesshibld values and Pearson
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correlation factor as supporting techniques togerffiltering. This condition uses a
positive Pearson correlation to perform filtering.

During the cold season, the photosynthesis prasgsartially reduced so that
the plant does not need water until the water les@lices in the soil. In this season,
there is no correlation between the features, seshiold value is used to perform

filtering.

During the sunny season, the banana plant needimgous water supply until
the water level reaches its max threshold. This@eadoes not have correlation

between features. So, threshold value is usediferifg.

During the storm season, the banana plant doeseest a continuous water
supply until the Wind speed level reaches its munmmthreshold. This season has
correlation between features so, threshold valudspasitive Pearson correlation are
used for filtering.

Cloud mask is a special condition where most of élesting agricultural
applications fail to handle it. In this season, tn is hidden behind the clouds.
During this time temperature sensor readings are. IBometimes this occurs
frequently in a day. In some cases, water is reqguand sometimes water is not
required. This condition may prolong for severautsin a day. During this season
water supply may be needed from time to time or Saf this situation has to be
treated specially. Negative Pearson correlation #mdshold values are used to

perform filtering. Table 6.6 shows the featuregskd by the univariate filtering.
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Table 6.6: Selected features details

True False
Selected feature(s) for the rainy seasof
1(R) 4 (T, S, H, W)
Selected feature(s) for the cold season | 4 (T, W, H, R) 1(S)
Selected feature(s) for the hot season | 3(T, H, S) 2(R,W)
Selected feature(s) for storm season 2(W,R) 3(T,H,S)
Selected feature(s) for cloud mask seasonl1(T) 4(HW,S, R)

The steps involved in the MESIA technique is diseasbelow,

6.6.2. Steps for MESIA

Step 1:Load data D

Step 2:Initialize all attributes namely T, H, W, R and S

Step 3: Multivariate filtering is applied to remove unwadtelata based on the
seasonal condition

Step 4:For that, initially mean values are calculateddbbrsensors T, S, R, W and H.

Step 5:Find out mode value for class label (Water stafus,, L, Ls, Ly and Ls)

Step 6:After univariate filtering is applied to remove thawanted data based on the
seasonal condition.

Step 7:In univariate filtering, season based conditions defined including rainy
season, cold season, summer season, storm seasoloah mask season

Step 8:Minimum and maximum threshold value is defined ddirattributes T, S, R,
W and H using the mode value

Step 9: The unwanted data is removed by comparing the mahres of T, S, R, W
and H with its threshold values

Step 10:Cleaned data is produced
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6.6.3. MESIA technique

Input: Cleaned Data with all features

Output: Data with Limited features

Initialisation:

Load Data D Il After cleaned by TANOS technique
Import statistics

Initialize Threshold valué Refer table 6.2

Compute Syear= 3TST §+ 3 §// S = Soil Moisture sensor values

t+t +t +t, +t
Compute Tyean= ——32—4

2 /| T= Temperature Sensor Values

W +W + W+ W+
Compute Wyean= ——2 V: 5t V6 /I W = Wind Sensor Values

h+h+h+h+h
5

Compute Hyean=

/l H = Humidity Sensor Values

n+r, +r +r,+H g
5

Compute Ryean= /I R = Rain Sensor Values

Compute st.Mode( [I, Ly L3, L4, Ls]) // Frequent water status is selected by using
Mode
if ( Rmean™ R min and Ryean<R max) /IRainy Season

Remove T, S, H, W untibR< R wmin

Compare mean of {Jry,), (r2,rs,), (ra,r,), (ra,rs,) with Ryin and Ruax

if (Mean > Ryi, and Mean <R)

remove T, S, H, W
If(R pT)&& (R p H)) /lp= Correlation

remove T, S, H W /ICorrelation found
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else
remove R /I correlation not found
else if (Sear<Swin and ) and Hyean> H max and Ruean> Rmin @and Ruean<R wax
and Tuea T min) /I Cold Season
remove W
If (Wnmean>W max)
remove all features from T, S,H, R
else
remove T, H, W, R until§par< S max
else if (Twear T max @Nd Hyear® H max aNdS mean< Swmin) // Hot Season
remove R, W

else if Q" Mean= H Min and SMean< SMin and TMean> T Min and RMean> R Min

and Ryean<R max ) //Storm Season
remove T, H
else if (\Wp R)
remove T, H, S /ICorrelation found
else
remove R /[Correlation not found

else if (Tvear< T min @aNd Hyear> H min @Nd Spean< Swmax) //Cloud Mask

remove H, W, S, R

if(T»S) /I-p Negative Correlation
remove S /ICorrelation found

else
remove T /[Correlation not found
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end if
end if else
end else

end

By using the above technique it is proven that ME&chnique successfully

handled the feature selection process. Figure ltows, how the MESIA technique

handled feature selection. MESIA technique hantiescontinuous features by using

the mean and the mode values. Correlated featueebamdled by using threshold

values and positive and negative Pearson corraRtiBlIESIA technique performed

on both column and row wise filtering. Multivaridier performed column filtering,

and univariate filter performs both column and neise filtering.

Step ! Multivariate filtering

Mear

Cren >

Column
Filtering

\4

Ensemble
filters

Step 2 Univariate filtering

Threshold
Values

Row
Filtering

Correlation

Column
Filtering

Figure 6.7: Features Selection by MESIA Technique
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6.7. RESULTS AND DISCUSSIONS

In MESIA technique, data are collected in a muteat environment and so it
cannot be compared to traditional methods. ThusSMEechnique is compared with
the previous work TANOS technique. Figure 6.5 pmotleat the existing techniques
are not suitable for handling these data. MESIAmégue is applied to the Support
Vector Machine (SVM) classifier to check the pemi@nce. Confusion matrix metrics
(precision, recall, accuracy, f1 score) are usequstfy the performance of MESIA
technique. In figure 6.8 performance metrics chérgxis represents the performance
metrics and the Y-axis represents the confusiomixnaalues. Precision is positively
predicted values from the collected data. MESIAi@std 98.05% whereas TANOS
achieved 97.03%. F1 score is calculated by usiregigion and recall. MESIA
achieved 93.27% F1 score whereas TANOS achieve?692. The recall is the
detection possibility of the classifier. MESIA aeted 89.94% recall whereas
TANOS achieved 87.14%. Accuracy is the fractionwsein correct prediction and
total prediction. MESIA achieved 89.02% accuracyergas TANOS achieved 85.18.
In MESIA outperforms TANOS in all metrics. TANOSmeves sensor errors and it
has not handled the features. But TANOS handlegethieire selection with the help
of seasonally based threshold values. After the ME8chnique, relevant features
are selected and irrelevant features are remowed tine collected IoT irrigation data.
Now the features are reduced from 31 to 5 withhbkp of mean and seasonal based
threshold values. Feature selection is the reasiothé rise in classifier accuracy and
precision. DaRoN and TANOS handled the noise valmmd sensor errors. Mean

values used for noise removal and neighbour vahgeparent sensor values are used
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to replace the sensor errors. Now, the classitieu@cy and precision are increased a
lot while compared with TANOS and DaRoN. FigureBéshows the performance of

TANOS and MESIA in terms of all confusion matrix tmes.

Comparison Result

=
=
i
<
N

F1 Score Recall

PERFORMANCE METRICS

F1.TANOS N2 .MESIA

Fig: 6.8: Comparison Result

6.8. FINDINGS AND INTERPRETATIONS

This section explains the experimental resultshef TANOS technique and
the proposed MESIA technique. It explicates thergith of the MESIA technique
and how MESIA technique achieves better resultspawed to TANOS technique. It
also justifies how the MESIA technique is betteartthe TANOS technique.

The MESIA technique used the statistical measurdssaasonal based threshold
values for selecting best features in the mutuat teT environment data. But,
TANOS has not focused on feature selection. So, MEE8chnique is proposed to

handle feature selection.
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In this research, the MESIA technique and TANOStegque are applied to
the SVM classifier to evaluate the performance athitechniques. MESIA achieved
better performance than TANOS in all metrics. SoVimproved the SVM classifier
performance. Table 6.7 shows the comparison of TEBN@d MESIA techniques.

Table 6.7: Comparison of TANOS and MESIA

Technique Name Performance Metrics
Precision F1 Score Recall Accuracy
TANOS 0.9703 0.9226 0.8714 0.8518
MESIA 0.9805 0.9327 0.8994 0.8902

6.9. CHAPTER SUMMARY

Traditional feature selection techniques have aotised on continuous features
and features with positive and negative correlatidinese methods are not capable of
handling features collected under a mutual testrenment. MESIA technique used
the Mean and the Mode values for multivariate fiftg and for univariate filtering
seasonal-based threshold values and Positive agativee Pearson correlation were
used. Combination of both multivariate and univiaiitering yielded good results in
terms of improved precision, accuracy, F1 scorealleand classifier accuracy. So,
the proposed MESIA technique achieved better pexdoce than the traditional
techniques. Thus, the MESIA technique handled oaotis features and correlated
features and resulted in enhanced classifier acgufar the collected irrigation

dataset.
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7.1. SUMMARY OF RESEARCH

In proposed Jo's architecture, three preprocedsicigniques were proposed,

namely
1. DaRoN for noise handling,
2. TANOS for sensor error handling, and
3. MESIA for feature selection.

Jo's architecture is discussed in chapter 3. Backgt knowledge required for
the proposed techniques, need for the proposeditpeds, methodology of the
techniques, and working procedure, were discussecthapters 4, 5, and 6. In this
research work, banana plant irrigation data wadecid under IoT mutual test
environment. The mutual test environment is an éoVironment that uses the same
sensors in a different position to collect data. tHis Jo’s architecture 5 sensors set
was used for data collection, sensors namely,moikture sensor, humidity sensor,
wind speed (Anemometer) sensor, rain sensor, amgeiature sensor. These five
sensors set are placed in five different locationsn agriculture field to collect
irrigation data. So, there is a total of 25 senamed for data collection. Sensors
name, Number of sensors, units are listed in talde

Data collection has been enhanced while using aahtgst 10T environment.
Traditional 10T application data are not reliabkrhuse of the blind spot problem, but
this blind spot problem is avoided by the mutual @ata collection by using sensors
with a wide sensitivity range. Many loT applicatsosuffer due to missing values and
outliers. But outliers are directly eliminated wéhitollecting data under the mutual
test environment and missing values are partidiiyieated. Due to connection and

power problem, missing values exist in the formsehsor errors. The mutual test
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environment has two types of sensors used for dataction namely, parent sensor
and child sensor. The parent sensor is well plasasl less noise and has a maximum
sensitivity range. A child sensor is a supportiegsor to parent sensor that has a
minimum sensitivity range and has a huge noiseovVers the area where the parent
has a blind spot. There exists a master-slaveiorktip between parent sensor and
child sensor both depend on each other for proogssi

Data collection is enhanced in the mutual test remvnent, but noisy data,
namely, repetitive values, null values, sensorrsyretc., are increased due to the
number of sensors used. Traditional techniquematesuitable for handling mutual
test data. So traditional techniques have to béomiged to handle mutual test data.
Thus, Jo's architecture proposed three customigelthiques to handle mutual test
data. Collected data extracted using the Arduing iihich exported the data into
CSV format. This CSV format data is preprocessadgudo’s architecture by using
anaconda IDE. Python libraries are used for preggsiag namely Pandas, NumPy,
SciPy, Scikit-Learn, and TensorFlow. A machine maag-based SVM classifier is
used to check the performance of all three propasetiniques. The working

methodology of Jo's architecture is shown in figiuke
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Step 1: Data Collection using sensors

AR 4R JR & 4
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Step 2: Data extraction using Arduino

ARDUINO

Step 3: Data exported in CSV format

Step 4: Data preprocessing using
Anaconda IDE (Python)

ANACONDA

Fig 7.1: Methodology of Jo’s Architecture
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7.2. FEATURES OF THE PROPOSED TECHNIQUES
7.2.1. Jo’s architecture
Jo's architecture is a combination of DaRoN, TAN@&] MESIA techniques.
The DaRoN technique is proposed to handle noisa. ddte TANOS technique is
proposed to handle sensor errors that are not édcas by DaRoN. And Finally the
MESIA technique is proposed to handle features dnatnot focused on by TANOS.
Now the collected mutual test data is error-freeise-free and has only relevant
features by adding these three techniques. Jdigeoture customized the traditional
data mining techniques to handle the collected aiuteist data by using DaRoON,
TANOS and MESIA techniques. The main advantagedaX architecture are as
follows:
+ DaRoN technique handles noise in the collected datausing central
tendency.
+ TANOS technique handles sensor errors by usingéighbor, mean value of
child sensors and parent value.
+ MESIA technique handles the feature selection bygusentral tendency and
seasonal based threshold values.

+ This architecture is suitable for real-time proaegs

Data Preprocessing Techniques for |oT Based IriigaBystem 109



Chapter 7 Conclusion

Table 7.1 shows the details of the proposed teci®sian Jo's architecture.

Table 7.1: Details of the proposed techniques

Techniques Problem Methods/ techniques/ Novelty
Name procedures
DaRoN Noise data | Central tendency and | Combines the three stages|of
handling time stamp value traditional noise removal
process into single step
Repetitive values are
handled
TANOS Sensor error| Central tendency and | Handles sensor errors when
handling parent sensor value both neighbors affected
MESIA Feature Central tendency and | Combine Univariate and
Selection Seasonal based Multivariate filtering.
threshold values Suggest a solution to solvela
cloud mask problem

7.2.2. DaRoN Technique

DaRoN technique uses data collected under mutwl 68 environment.
Collected irrigation data contain point noise arahttuous noise in the form of
repetitive values, collisional or inconsistent \eduand null values. Repetitive values
are not a big problem with traditional IoT applicats. Because traditional loT
applications deal with fewer sensors while compaseith Mutual test IoT
applications. But there exist a huge number of titpe values in the collected data.
So, traditional data mining techniques are not bbgpaf handling this many repetitive
values. Generally traditional I0T applications suffdue to missing values and
outliers. But mutual test environment eliminateatliers and missing values. So
traditional data mining technique has to be custenhito handle mutual test data. To
detect and remove noise in the mutual test loDation data DaRoN technique is
proposed. DaRoN technique combines the three stafethe traditional noise

removal process namely, robust, filtering and alig. Timestamp value used for
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robust and filtering. Polishing is done by usingeatral tendency value. DaRoN has
not focused on sensor errors. The main advantg@aRoN are as follows:

+ Traditional noise removal process, namely robustering and polishing

combined into a single step by using a timestantpcamtral tendency value.
+ Repetitive values are removed by using time staaipev
+ Inconsistent values are replaced using the cewndlency technique.
v' The parent sensor value used to replace the ahilsioss noise.
v' Child sensors, central tendency value which is iegparent
value is selected for replacing parent sensor noise
+ Customized the traditional techniques to handleualiest data.
+ DaRoN outperformed all existing techniques in terafisaccuracy,
precision, F1 score and recall.
7.2.3. TANOS Technique
DaRoN technique ignores sensor errors because rsensos exist in some

rows of the target variable and parent sendaRoN has replaced noisy values in the
dependent variables by using the central tendesatynique. So, the TANOS technique
is proposed to handle sensor errors. Collected afé¢ated by the harmless missing
values namely, MCAR and MAR. Deletion is the prafde method to handle these
errors. But some rows of parent sensors are affégt¢he sensor errors. So, the imputation
technique is selected. TANOS technique customizes traditional imputation
techniqgue to handle mutual test data.Existing seresoor handling techniques
sufferers due to both neighbors being affected rimmatlue conversion and huge
distance between data points. To handle these @sbTANOS use neighbor value

for replacing instead of matrix conversidrhe parent sensor valug used to replace
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the sensor error value if botteighborsare affected. Mean imputation is used when
the parent sensor has sensor eld@RoNused mean value so the difference between
data points are less so, mean imputation is selgotéhis way TANOS techniques
handled the sensor errors. The main advantageANOB are as follows:

+ The matrix conversion problem is avoided by usiemhbor sensor values.

+ Mean imputation is used to reduce the distancedmivthe data point.

+ Parent sensor value is used when both neighboiffacted by sensor errors.

+ TANOS outperforms all existing techniques in terofsconfusion matrix’s

metrics namely accuracy, precision, F1 score acallre
7.2.4. MESIA Technique
Now the data set is error-free and noise-free adi@plying DaRoN and

TANOS techniques. But irrelevant features existhe collected data set. So, the
MESIA technique is proposed to perform the featekection. There are three types
of feature selection methods available namelerfitvrapper and embedded methods.
Among these methods, filter method is selectedféature selection. Because the
filter method is classifier independent and easilgtomizable. Generally, the filter
method requires additional supporting techniqueadeatify variable dependency. So,
the MESIA technique uses central tendency and se@ainy, Strom, Hot, Cold and
Cloud mask) based threshold values as supporticignigues. Central tendency is
selected because DaRoN and TANOS are already Uikeelshold values are defined
by the Indian Space Research Centre (ISRC) for sankor. MESIA Combines two
types of filter namely, univariate and multivaridiléering. Initially, the Multivariate
filter used central tendency as a supporting tepmiand perform column-based

filtering. Univariate filtering used threshold vaki as a supporting technique and
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perform row and column-based filtering. Multivaadilter reduces the features from
30 to 7 by using the mean and mode values. Unieafiéer reduces 7 features into 1
or two by using threshold values. In this way MESé&&hnique customized the filter
method to handle mutual test data. The main adgastaf MESIA are as follows:

+ Combines multivariate and univariate filtering bsing central tendency and
threshold values as supporting techniques.

+ Performs both column and row-based filtering.

+ Among the total 30 features, multivariate filterirsglects 7 features and
univariate filtering selects either 1 or two butsting methods needs 25 to 30
features.

+ MESIA technique makes the IoT application suitdblereal-time.

Table 7.2 shows the details of the collected détx applying the proposed

techniques.
Table 7.2: Data Details
Technique Name Data Size
DaRoN 2,98,127
TANOS 2,97,531
MESIA 20,160

*Collected data size is 3,19,520

7.3. COMPARATIVE ANALYSIS
In Jo’s architecture, data are collected in a mutest environment and so it
cannot compared to traditional methods. Becausdtitaal techniques have to be

customized to handle mutual test data. Thus thegsed techniques are compared
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with the previous work which means TANOS compardéthaRoN, and MESIA
compared with TANOS. All techniques are appliedht® SVM classifier to check the
performance. Confusion matrix metrics (precisi@zall, accuracy, f1 score) are used
to measure the performance of the proposed tecésiqurigure 3.10 showed the
performance of the proposed techniques. DaRoN igebrachieved 96.05% whereas
TANOS and MESIA techniques achieved 97.03% and 338.0precision i.e.,
positively predicted values from the collected d&fd score is calculated using
precision and recall measures. F1 score. DaRoMigel achieved 90.27% F1 score
whereas TANOS and MESIA techniques achieved 92.26#%:93.27% respectively.
The recall is the detection possibility of the sifier. DaRoN technique achieved
85.14 recall value whereas TANOS and MESIA techesgachieved 87.14% and
89.94% respectively. Accuracy is the fraction betweorrect prediction and total
prediction. DaRoN technique achieved 84.18% acgurabereas TANOS and
MESIA techniques achieved 85.18% and 89.02% resdgt The techniques
proposed in Jo's architecture increase the madeiming-based SVM classifier
performance. Performance metric values are incdeitsen DaRoN to TANOS and
TANOS to MESIA. From table 3.7 Jo's architecturdiaced 98.05% Precision,

93.27% F1 Score, 89.94% Recall and 0.8902 Accwalne respectively.

7.4. FINDINGS FROM THE PROPOSED TECHNIQUES

Initially collected data were checked against #gent traditional data mining
methods, but the SVM classifier performance is re@ching the satisfiable level.
Because repetitive values suffer the traditionathoés a lot. So, DaRoN technique

was proposed to handle noise in the collected @&RoN technique has handled the
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noise and increased the performance of the SVMiflasbut DaRoN technique has
not handled the sensor errors. So, the TANOS tgclenivas proposed to handle
sensor errors. TANOS technique has handled theosesrsors and increased the
performance of the SVM classifier. TANOS has natuged on feature selection. So
the MESIA technique was proposed to handle feasaection and increase the
performance of the SVM classifier. Finally by usitige proposed three techniques
Jo's architecture increased the performance ofSM! classifier to the satisfiable

level. The proposed techniques are applicable rigrrautual test environment. If the

environment same sensors used for data collectialo’s architecture.lf sensors are
changed, then DaRoN and TANOS techniques are ambdic But while using the

MESIA technique threshold values have to be chahgseéd on sensors.

7.5. LIMITATIONS OF THE PROPOSD TECHNIQUES

Jo's architecture has not focused on time. The foelys is the accuracy of the
classifier. Jo's architecture used central tendemeasures to enhance the performance
of the SVM classifier. But there are a lot of tlaekt methods and new versions of
classifiers available. If other classifiers and estimeasures other than the central
tendency were used, then it may increase the pe#ioce level. The overall accuracy
reaches only 89%, which is far better than thetexgsmethods, but it is not the
maximum level. If multi-test-based data collectisrused, the data collection will be
more enhanced. Sensor errors may be avoided iflitbypower supply was used.
The proposed techniques are only applicable inragtual test environment which

uses the same sensors used by Jo's architecture.

Data Preprocessing Techniques for 0T Based IritgaBystem 115



Chapter 7 Conclusion

7.6. RECOMMENDATIONS FOR THE FUTURE WORKS

If the multi-test environment were used then théadeollection may be
enhanced more, but identification of the parentseens difficult in a multi-test
environment. The time needed for classification i@yocused on in the future. Deep
learning-based methods give more accuracy, so eemigues may be proposed based
on deep learning. The basic methods, namely cen@adlency, and Pearson
correlation were customized to handle mutual tesa dollected in Jo's architecture. If
new methods were used instead of this, they mayease the accuracy of the
classifier. The mutual test environment is lesseaspve while compared to the multi-
test environment. Because, Jo's architecture, dall@ction costs nearly 1 lakh
approximately if the multi-test were used it magtcop to 3 lakhs approximately. But
it may remove sensor errors and enhance the daleectaan. If a built-in power

supply may be provided then the sensor error proll&y be removed.
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Abstract

The Internet of Things (loT) is a rapidly evolvisgstem in engineering and science. The
sensors utilized in numerous sectors output afgignit quantity of data. As a result, several
consumers have a clear desire for efficient knogdedrom these vast databases. This
enormous dataset is far from flawless; it has sdviéaws (like distortion, inconsistent data,
and anomalies) and is unsuitable for investigatior to the risk of inaccurate results. As a
result, data preprocessing is a necessary appfoathese information. Data preprocessing
is a crucial and necessary phase, with the prirpargose of using procedures to filter, refine,
repair, and enhance the raw information. The pwmdghis study is to conduct a survey of
loT data preprocessing and methodologies. Thislaréinalyses current data preprocessing
studies in the loT environment, as well as theonsbf 0T data preprocessing and review
articles of sophisticated data preprocessing agpesa The image clearly depicts the
categorization of different preprocessing methogdigl® and procedures. Preprocessing
cleaning, conversion, minimization, and integratiorethods are discussed. Furthermore,
strategies for implementing such ideas in loT dptaprocessing are presented. loT
approaches for data preparation in diverse appitatare listed. Lastly, difficulties and
obstacles are explored that will be valuable infetresearch.

Key Words loT, Preprocessing, Data Cleaning, Noise handling

Introduction

The Internet of Things (10T) is a system of itefmattare linked to the Internet. It's a powerful
automated and intelligence platform with applicasian a variety of sectors and distinctive
adaptability and capabilities in every providedisgt(for example, agriculture and medicine)
[1]. Being linked to the Internet, one may gathsfioimation and transfer it over the web,
acquire data from the web, or do both. In the Is@ihsors and other devices produce data
tremendously. Such information are transportedht dloud for processing, evaluation or
modeling and to construct software applicationg @ata analysis is a very essential method
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of finding insights from such information [2]. Dapaeparation is essential before evaluating
the data since it contains various flaws like nmgsilata, distortion, and inconsistency. One
of the most important aspects of the knowledge adiery process is data preparation [3].
Low-quality information may weaken the efficacy fbsequent learning algorithms. As a
result, limiting the effect on reliability improvethe dependence of following automated
findings and improves judgments via the use of appate processing techniques. Data
transformation, data reduction, data standardimatiata cleansing, and data integration are
some of the strategies used [5]. By separating tioatpd continual feature sets and choosing
and deleting undesired and noisy characteristigsh strategies minimize the information.
Throughout this procedure, the actual construatiothe data must be preserved while a more
acceptable size is achieved. Quick training of rie approaches, sophisticated
generalization abilities, and improved comprehemsiad convenient analysis of the results
are among the advantages of data processing [&].plihpose of this study is to conduct a
survey of data preprocessing, its approaches, anert data preprocessing achievements.
The following is the framework of this work: Fingtldata pretreatment ideas in 0T contexts
(part 2), as well as data preprocessing methodeso@ection 3 explains the methods used in
numerous loT-based applications, and Section Sgbrihis project to a close.

Related work

Physical sensor faults that arise throughout tha dathering process were examined by Hui
et al., [7]. This article describes wide range bygical sensor discrepancies, error - detecting
processes, and error - correcting methods, asasethe variations between them. Principal
component analysis (PCA) and Artificial Neural Netw (ANN) were the best error-
detection and rectification procedures.

Mathew et al., [8] examined Kalman filter, z-scagrinand moving Average filter
processing approaches. To begin, the chemical selas® was cleaned using pre-processing
steps. Following that, the information is cleanedd aassessed utilizing classification
techniques like Linear Discriminant Analysis (LDAK Nearest Neighbor (KNN), and
Support Vector Classifier (SVC). Lastly, the difat preprocessing approaches' efficiencies
were evaluated. Among them, the Kalman filter applowas shown to produce superior
results than the rest.

For a higher-dimensional Microarray tumor samplen& et al. [9] analyzed feature-
selection and feature-extraction approaches. Inntieo array set of data, the researcher
addressed the implications of redundant and ireglevattributes. The significance of
dimension reduction, as well as its benefits andrtgides, also were explored.

The method of data transfer in an loT context watlired by Chao et al.,[10].
Although a pretreatment approach was employed doae transmission time and increase
processing speed, this research centered on tee lat
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Evgeniy [11] suggested a processing system for csemsformation. Several
processing strategies that are appropriate foptbposed framework have been discovered.
This framework used streaming sensor data fronUtheariate time series dataset.

Filter-based monitoring solution for 10T environntevas suggested by Natarajasivan
et al., [12]. Accelerometers, position sensorsjomissensors, audio sensors, temperature
sensors, and directional sensor readings weraedl in this project. The obtained information
from such sensing devices was processed utiliziankn filter, and the performance was
evaluated employing SVM. The suggested scheme ltwajer to complete.

Cleber et al., [13] conducted a review of all Iodphcation journal articles since 2015. The
authors assigned a value to the l0T applicationedding on how it was used. When
contrasted to other apps, smart home application€@nmonly employed by investigators.
In addition, the sensor used in intelligent devisesxplored.

Rajalakshmi et al., [14], addressed the concepdfin intelligent systems and summarized
sensor data-collection issues like data aggregagstensibility, data fusion, de-noising,
variability, data anomaly analysis, real-time comaion, and missing data imputation. The
authors discuss the 10T data analytics procedungwsdrone for a traffic-monitoring scheme
and described how cloud, fog, and edge computiaguaed in I0T to enhance the analytics
platform.

Data gathering, cleansing, data aggregation, dajsation to the cloud, and data processing
were all discussed by David et al., [15] in theiamination of data management issues in the
IoT context. Al, machine learning, deep learningnd adata mining are some of the
enhanced data-processing innovations explored déyebearcher.

Karinaer al., [16] gave an overview on processitigtagies as well as data mining-related
challenges. The essential ideas of data miningweak as processing approaches and
challenges, were thoroughly addressed. It alsooea@l recommendations for future and
provided alternative ideas.

Data preprocessing methodologies for the big detamere suggested by Garca et al., [17].
The critical elements of data processing were dised, as well as the existing key problems.
In addition, various data preprocessing technidoesext mining were examined, including
discretization and normalization, extraction oftieas, feature selection, feature indexers and
encoders, and other methods. The importance o¢ ldaga preparation was also stressed.

In the area of data mining, Jayaram et al., [18plished a survey on data preparation
strategies. The major goal was to find answersitierdnt data preparation issues. The
authors concentrated on data cleaning techniquel ss filtering, imputation, hybrid
approach, wrapper techniques, and embedded metgesl Every technique's procedure
and applications were detailed with instances.dbigtn and data management, particularly,
were discussed, as well as instructions on howeatify and handle it. Lastly, the difficulties
encountered while performing data cleansing inatggidomains were shown.
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Several large data processing strategies were explty Huma Jamshed et al., [19] to cleanse
input for subsequent mining and analytical jobse Dhasic phases of data preparation, such as
data filtering, data conversion, data reductiond aata aggregation, were first described.
Following that, architecture for internet data @egiion was presented, with every step
described in detail. Lastly, the model was apptedhe basic textual data, and processing
stages such as removal of noise, tokenization,nanchalization were completed.

Taxonomy of preprocessing techniques

Data processing is the process of preparing adaal to be used in data mining [20]. Actual
data is noisier, has incomplete data, it include®taof uncertain information, and it's
enormous. Such factors influence the quality ofdh&a to deteriorate during the mining or
modeling process, resulting in poor results. Asesult, information should be improved
before it can be mined or modeled. This is refetoeds data preprocessing. There are several
approaches for doing such operations in order thentlae data appropriate for analysis. 10T
data preprocessing techniques are shown in figurel.

Data Cleaning

Data cleaning [21] can be defined as the procestimfnating the erroneous and missing part
in the data. The process of handling these noidynaissing values can be achieved by various
ways.

| Preprocessing Technigues |

h 2 b v v

Dara Data Integration Data Reduction Data Transformation
Cleaning
Losse coupling approach Data Cube Aggregation Data transformation
Tight coupling approach Aftribute Subsst Seiections Seneralization
Discretization Discretization

® Qumery Dased Process Dimensicnal ion Aggregation

Concept Hierarc Generation

Aftiribute construction

Numerosity Reductions Normalization

v b 3

Missing values Noisy Removal

Deletion method Feature selection or elimination

Moise in record

Anomclies detection
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Fig 1: Taxonomy of IoT data preprocessing
Deal with missing values

Now a days, Missing values are present in all $ypedatasets that from existing,
industrial and devices [22]. They have differerasens like manual data entry procedures,
equipment Errors and misalignments. Such dataegtsire a pre-processing level to prepare
and clean a data for effective and sufficient krexlgle extraction process. There are machine
learning algorithms and packages that can autoaligtidetect and manipulate missing data,
but it is recommended to manually replace missiaig avith analysis and coding techniques
[23]. First, the types of missing have to underdtand basically missing is classified into
three types that are missing at random (MCAR), mgsat Random (MAR) and missing not
at Random (MNAR) [24]. To deal all these typeswssing values using various methods
like removing data [25], imputation techniques [26]ultiple imputation techniques [27],
statistical or predictive models [28]. In the rernmgymethod, missing values handle through
list wise, pairwise and dropping variables teche&ju The goal of any imputation technique
is to create a complete dataset, which can be @sednachine learning. Some of the
imputation techniques are, deductive imputationamienedian /mode imputation, random
sampling imputation, regression imputation, mudtipimputation [29]. Predictive and
statistics model also used to impute the missirtg.ddost commonly used in this process
are, linear regression, Random forest, k nearegthber, expectation maximization and
sensitivity analysis [30].

Deletion / Removing Method
Deletion / removing methods used to remove the ingsgalues using various approaches
that are following,

List-wise deletion

The most common approach to handle missing dasamjly omit the data that with missing
values after analyze the remaining data. This ge®a@lso called as complete case analysis
[31]. If the samples are large and the assumptfdi@AR is satisfied, list wise deletion is in
reasonable strategy. However, when a large sampf®t available, or the assumption of
MCAR is not satisfied, the list wise approach ig tlwe optimal strategy. This approach
establishes the bias if it does is not fulfill thkCAR.

Pairwise Deletion

Pairwise deletion technique remove missing obsemstonly and the existing variables are
analyzed [32]. If there is no data elsewhere indh& set, existing values are used. This
approach uses all of the observed information,t saves more information than list wise

deletion technigue. Pairwise deletion also caledwailable Case Analysis (ACA). Pairwise

deletion is known to be less dependent on MCAR &RWata. However, if there are many
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missing observations, the analysis is flawed. Tiablem with pairwise elimination is that
even if one takes the available cases, one cammopare the analyzes because each time the
model is different.

Dropping Variables

Dropping variables approach removes a variableolunen from a dataset if it contains more
missing values [33]. This approach is performs ddpen the situation there is no rule to
handle this approach and requires a proper analysiee data before the variable is dropped
all together. This should be the last option td tesether the model improves performance
after the variable is removed.

Dealing with Noisy data

Noisy data is an unwanted data item, feature, corcethat does not help explain the feature,
or the relationship between the feature and thgetdB4]. Noisy data can affect the algorithms
to find the patterns in the data. Noise can besiflad into three types [35]. Noise 1 is
anomalies in some data items, noise 2 is features that don’t help to the target like irrelevant or
weak features, and noise 3 is which records thatatdollow the form or relationship that
like the rest of the records. If the noise is ie fleatures, feature selection or elimination
techniques to best for handling noise in the fesuhis includes filter method, wrapped
method and embedded methods. For handling noisecords, k fold validation and manual
methods are used in basic. Unsupervised methodssarketo detect anomalies in data items.
Some of them are, density based anomaly detectioster based anomaly detection and
SVM based anomaly detection [36].

Data integration

Data integratiorf37-38] is one important technigues in preprocessing whkmmbines data
from different source and giving users an integrateew of this data. Data sources may
contain databases, data cubes, or flat files. @rieeomost popular implementations of data
integration is the creation of a company's dataeivanse. Mainly, Data integration is done
through two main approaches known as the "tightptiog approach” and "loose coupling
approach"[39]. Tight coupling defines Data fronrizas sources that combined into one
place by the process of Extraction, Transformatma Loading. Single physical location
provides a balanced interface for querying data Biid process provide identical data
warehouse. Loose coupling data exists only in sealrce databases. In loose coupling,
virtual mediation schema takes an interface fromubker to the query, converts and sends it
to a source database for getting result. As wethare are many "adapters"” or "wrappers" in
the mediation schema that can be reconnected teotlmee systems and bring the data to the
front end.
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Data reduction

Over the past decades, data generation and staragata bases or data warehouses has
increased. So, these amounts data can take a megytime to perform data analysis and
mining process. Data reductiph0-4] techniques can be used to obtain a data set, vanéch
very small in size but yield the same analyticauits. Traditional, data reduction approaches
[42-43] are Data cube aggregation, Attribute subset selecti@ns)ensionality reduction,
Discretization and concept hierarchy generation &hdanerosity reductions. Data cube
aggregation used to construct a data in simple .fdrmpplied on the data and form a data
cubes. Attribute subset selection technique remoeéevant, weakly features or redundant
features. This process can be achieved by vari@atistecal and computational methods like
filter methods, wrapper methods, and embedded rdsthbimensionality reduction is the
reduction technique to reduce the size of datdses process used to reduce the number of
random variables to be considered by obtaining #e¢ of the principal variable.
Dimensionality reduction reduces the amount of dgtaeliminating outdated or unwanted
features using techniques that includes PCA, baakvigature elimination, forward feature
construction, and discriminant methods. Since dedh is replaced with real data, with
mathematical models or a small representation ¢d tlke parameters or non-parametric
method such as clustering, sampling and histogiaiscretization & Concept Hierarchy
Operation techniques are used to change the raavvdéues for the attributes by a range or
by more conceptual conditions. This is a form ofmeuical reduction, which is very useful
for the automatic generation of concept sequenbexretization techniques follows two
ways namely top down discretization and bottom iggrdtization. Concept hierarchies for
numeric data that includes techniques are binriigipgram analysis and clustering.

Data transformation

Data transformation [44] is the process of converts’ data from one format to another format.
Data transformation includes smoothing, aggregatdiscretization, attribute construction,
normalization and generalization. Smoothing usedetmove noise from a dataset though
various algorithms and highlight the significanatigres in a dataset. Data normalization
involves converting all data variables into a specange. Techniques used for normalization
min max normalization, z- score normalization aedichal scaling

Conclusion

Big data is currently widely used in a variety ¢lds, including academia, agribusiness,
medicine, organizations, and web mining. Studynognf such vast amounts of data is both an
exciting and difficult undertaking. Information adged from massive quantities of data offers
tremendous prospects and has the ability to adteeral industries. However, since big data
contains imperfections such as noise and incompletermation, it may reduce the
effectiveness and reliability of decision-makings A result, data refining is required. In the
case of larger data settings, this work presentsysiematic flow of research on data
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preparation strategies. The principles of data gmamn were discussed, as well as literature
evaluations pertaining to data preprocessing agpesa The image clearly demonstrated the
categorization of different pre-processing methodms and procedures. Preprocessing,
cleansing, transformations, reductions, and cotatian with methodologies and procedures
were all shown. On a variety of applications, dptaparation methods were tabulated.
Finally, difficulties and concerns that should lelgessed in the future were discussed.
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Abstract

The Internet of Things (loT) is a crucial technigtiat enables well-organized and reliable
solutions for various areas' development. Agriaeltis one of the most worried loT areas, with
loT-based solutions being used to automate the gemnent and evaluation system with the least
amount of human participation. Every second, aeacale loT-based agricultural ecosystem
creates a tremendous quantity of data. The agrdugotmn ecosystem is complicated, and there
are several inconsistencies in the raw data trssasnent and mining cannot be directly tracked.
This research presents a strategy called DeteatidnRemoval of Noise (CID) to deal with these
anomalies in loT agriculture data. Utilizing measuents of central tendency, the suggested
approach eliminates null values, incorrect valueeating values, unfinished values, and
inappropriate values. In addition, a comparisorcwirent noise reduction strategies was carried
out, and the effectiveness was assessed usinguity@ Vector Machine (SVM) classification.
To improve accuracy of classification, noisy datagmoved in this suggested investigation. The
CID approach will help improve the quality of datiatained in agricultural settings.

Key Words Noise, Data cleaning, 10T, Pre processing, Noiseokal, Smart Agriculture.

Section I: Introduction

IoT is a popular technology that uses its capaslito make numerous applications smarter [1].
Collecting information in the agricultural area waeviously a challenging operation, particularly

in surveillance devices, but the Internet of Thirfysl’) eliminates all of those demanding parts
with the use of sensors. Sensors play a critidal irodata collecting and create massive amounts
of data on a daily basis. There are missing valdissprtion, anomalies, and duplicated values in
this information [2]. If any of the aforementionade contained in the obtained data, the output
guality may suffer. Noise is one of the most sigaift, and it is described as useless data such as
corrupted values, repeating values, incorrect wwloall values, and so on. These issues arise as a
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result of loT-related issues like connection erratstection errors, and collisions [3]. Several
issues may arise throughout the analysis procatitine dataset includes noisy data.

Point noise and continuous noise are two diffefemhs of noise. The Point noise deviates
sharply from the rest of the data. As a resuls thight be clearly spotted. Since the divergence
increases from point to point, continuous noiséasd to detect. The mean, median, and mode
approaches are employed to remove this sort oendise incidences in the data may also be used
to characterize noises. Class noise is defined&e that happens in the class column. When noise
appears in the attribute column, it is referredsattribute noise. Unlike class noise, attributisen
is more destructive since it influences the dataatly. As a result, noise in the database may
influence the analytics model's accuracy [4]. A®sult, data pre-processing is required.

Data cleansing, data integration, data conversiod,data reduction are some of the sorts
of pre-processing procedures [5]. This articlebsw noise reduction, which is part of the data
cleaning procedure. Section Il examines similarksadn the relevant domain, Section Il defines
the procedure of the proposed study, Section IVrsanzes the findings and discussion, and
Section V ends the work.

Section II: Related Works

The function of data mining in 10T was discussedPayer et al.,[6]. This paper covered all of the
techniques, methodologies, and processes connéotethta mining in relation to different
IoT systems. It also explained the significancelata management in smart settings.

To manage data in the Data Stream Mining (DSM), Kual. [7] suggested a clustering-
based particle swarm optimization (CPSO) techniddata segmentation was done using the
sliding window approach, and variable partition wime using Statistical Feature Extraction
(SFX). The suggested method was tested with fifiereint kinds of 1oT data sets (Home, Gas,
Ocean, and Electricity). The results were analyaed, the suggested method enhanced efficiency
while increasing computational overhead and thefittreg issue.

Various pre-processing strategies for mining andlyaical activities were explored by
Huma Jamshed et al., [8]. The essential technigfieata pre-processing, such as cleaning the
data, data conversion, data reduction, and dataeggtion, were detailed in this study. The
researcher offered a method for doing so, whicldémonstrated using a simple text data case
study. Noise reduction, tokenization, and normétzra were all addressed by the suggested
method. According to the findings, modern approackech as machine learning boosted the
efficacy of pre-processing.

In an loT-enabled Telecardiology platform, Asiyaaét[9] analyzed the accuracy of noise
cancelling approaches. LMS (Least Mean Square), SLlormalized Least Mean Square),
CLLMS (Circular Leaky Least Mean Square), and V3S3S-S (Variable Step Size
CLLMS) were the approaches used for comparison.d¥ahof baseline wander (BW) (minimum
frequencies in ECG (Electro Cardio Gram)). The M&3-MS approach produced a high SNRI
(Signal to Noise Ratio Improvement). The reseacltencentrated on filtering strategies for ECG
data pre-processing.
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Using an outlier detection methodology, Liu ef4a0] suggested a method for dealing with
distortion in loT data. Using a sliding window aadalytical measures, the suggested methodology
calculated the variation and divergence. It alscogaized distortion in the dataset based on
neighbourhood activity, making the task of removingorrect data more challenging if an issue
was found in the continuous neighbourhood. Thetifj@émg procedure took longer in this case.

Wang et al., [11] established a framework for preepssing and forecasting wind data.
Complete Ensemble Empirical Mode Decomposition Wittaptive Noise (CEEMDAN) approach
was used to eliminate noise from wind data, and MiiQlti-tracker optimizer) was employed to
find errors in this suggested study. Eventuallyyraknetwork layers were used to construct the
model. The suggested CEEMDAN approach was onlypabé for small datasets, and when
bigger datasets were investigated, the mean eroosemed.

Sanyall et al., [12] suggested a technique to dathl IoT sensor data authenticity issues
(noise, null values, anomalies, and repetition)e Buggested technique was divided into two
sections: the first dealt with data aggregatiomgidhe clustering technique, and the other with
data pre-processing employing resilient dominabspace calculation and monitoring techniques.
Outliers rose as a result of the randomized outptegated by dominating subspace selections,
lowering overall effectiveness.

Saez et al., [13] proposed the Iterative Class é&didter (INFFC), which iteratively
merged several classifiers for distortion detectibme filtering approach was developed to define
the distortion by removing the noise detection $tem every iteration.

Garcia et al., [14] used an aggregation of noiteriing approaches to enhance noise
identification. Meta Learner (MTL) was developedasnethod for reducing duplicate data and
eliminating unnecessary data in a database. Metarfs were produced from damaged dataset
for this purpose, and a meta-learning framework thw@ecasted noisy information was developed
as a result.

Section Ill: CID Proposed Methodology
Irrigation systems in agriculture needs regular mooimg without human interference. The
suggested CID approach collects information frort kevices and saves it in the cloud to
automate this procedure. The obtained data is frerprocessed utilizing central tendency
metrics, and the efficiency of the pre-processdd daevaluated using a Support Vector Machine
(SVM) classification. Robust (identification of eye analytical flaws to make the data
standardized), Filtering (utilizing different appihes to reduce noise), and Polishing (changing
incorrect values) are the three steps of classgenioeatment techniques [15]. The suggested CID
is unique in that it blends the three stages im® to provide a noise - free data.
Pre-defined criteria are used for robust andatikm, and measurements of central tendency are
used for refining.

The pre-processed agricultural data generatesse ndree cleansed data as a result of the
suggested work's methodology that improves thesifiess effectiveness.
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Phase I: Sensing Layer

The first stage focuses on data collecting in amcatjural setting utilizing different 10T devices.
The humidity sensor, temperature sensor, soil m@stensor, wind speed sensor, and rain sensor
are among the 5 sensors employed. Sensors arkeidstavarious locations and are linked to the
cloud. Every sensor monitors the surroundings snoivn way and captures information in real
time. A humidity sensor captures information abdle amount of water in the air. This
information would be valuable in assessing whetitarot watering is required. The proportion of
water in the soil is measured using a soil moiss@m®sor. Both humidity and soil moisture sensor
data are used in this study to determine irrigatemommendations. Temperature sensors are often
used to detect temperature levels on a regulasb@lse rain sensor is used to measure the amount
of rain falling. This sensor's principal functios to turn off the whole irrigation system during
intense rainfall. The data collected from the sess® periodically gathered and transferred to the
cloud for more analysis.

Phase 2: Storing Layer

The storing layer is the second layer, and it edu® store information. Information may be kept
locally, but cloud storage is the most efficientywia manage enormous amounts of information.
As a result, the information is stored in the clasihg the suggested method. Several open-source
clouds are accessible; one of them is the ThinkalSmdoud server that offers an open-source
computation paradigm for storing and retrievingadaver the network. A service provider is
responsible for maintaining, operating, and manggifiormation. In Think Speak, an account is
formed and developed with numerous fields for sgpinformation like soils, moisture, heat, and
rainfall. The information is then sent to the pregessing phase.

Phase 3. Pre processing Layer

The proposed noise reduction approach is appli¢hdisiayer. The metrics of central tendency are
used in this unigue method. Conventional noise ¢&oin methods consist of three stages: robust,
filtering, and polishing. The suggested CID apphgam the other hand, integrates all three stages
into a single stage by employing measurements otraletendency, resulting in improved
effectiveness. To substitute repetitious and naotties, the suggested approach uses the nearest
mean values. To eliminate Point Noise, the Nedvieste value is used. All changes are completed
in accordance with the time details (Td). The meaments of central tendency are mentioned
below.

Mean (W)

sum of all elements

"~ Total number of Elements

) _ ((fm—-f1))
Median (M) _L+h((fm—f1)—(fm—f2))

Mode (2)  +=2
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LetL ={LiL> Ln}, where, Ly, Lo ...Lnare different locations.

Every location contains numerous sensors that ayeS\J Hn, Ry and W in which n
indicates count of locations,,F Temperature sensor, Sy, — Soil moisture sensor, H Humidity
sensor, R— Rain sensor, W~ Wind Sensor, and the values of evatysor from 1... n.

If location number is one then the set afi§, Li= {t1, s h1,r1, wa}. Likewise, Lo, Ls, L
and Ls sets are defined. In the suggested method, 5s#ivecations are assumed, hence the overall
count of sensors in every category shall be reptedeas,

T={t1, o, t3, ts, ts},

S ={s1.% % &, S,

H = {h1, hz, hs, h4, hs},

R = {r1, 2, I3, I r5}

W = {W1, W2, W3, W, W5}

Hence, L is represented as L = {T, S, H, R, W}

CID method for noise identification and elimination

for(inti=0;1 <25, i+=2) Il One observation every two hour
collect n(Td[i])
for (int i=0; i<n; i++)
if( ro(Td[i]) < ra(Td[i+1])) //IChecking Redundant values based on TimeTd
remove {(Td[i])
compute rest of R, and all elements in T,W, H, S
if(compare fwith R (1), R(M), & R(Z) // Checking point noise and error value
replace with R(1), R(M), & R(Z)Xommon for rest of R and T, W, S, H
if (r.>0) /I M,Z,u are Calculated with respective to Td]i] vdue
compute rest of R, and all elements in T,W, H, S
else
compute rest of R, and all elements in T,W, H, S
end if

end for
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Section IV: Result and discussion
This section examines the suggested CID Methodsctafeness utilizing standard metrics
like precision, F1 score, recall, and accuracy.l§ &summarizes the information gathered. Lastly,
the cleansed data is fed into a SVM classifierval#ate the suggested CID method's efficiency.
On the acquired datasets, known pre-processingitgpods like Iterative Class Noise Filter
(INFFC), Meta Learner (MTL), and CEEDMAN are usetigrovided to the classifiers following
cleansing. On the basis of performance measuresutygested CID Method is then contrasted to
current approaches. The suggested CID approacherotms the competition in terms of
accuracy, as demonstrated in Figure 1.

Comparison of proposed CID
Technigque

Accuracy NG
Recall I

F1 Score IS

Precision I

Numbers

0 0.5 1 1.5 2 2.5 3 3.5
Perforance metrics

m1.CID ®2.INFFC[13] ®=3.CEEDMAN[11] ®4.MTL [14]

Figure 1: Comparison Result

Section V: Conclusion

For effective decision-making in the 10T, agricuéil data must be pre-processed. The
inconsistencies in the raw dataset obtained froenldfi ecosystem have an impact on decision-
making efficiency and reliability. As a result, datefining is required. The suggested CID

effectively manages noisy data. It is made up oéd@hayers. The first layer gathers information

from sensors located in the different areas, tlverse® layer stores the gathered information, and
the third layer cleans the information. The sugegtshethod identifies noisy data and substitutes
it with new data based on pre-defined parameteattscantral tendency metrics. Lastly, the findings

were compared to current approaches, and the neategy surpassed the competition by

increasing accuracy of classification. Missing damta outliers might well be taken into account

in the future to enhance accuracy.
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Prevalence of Type-Il Diabetics Association
with PM 2.5 and PM 10 in Central Region of
Tamil Nadu, India

Dr. L. Arockiam, S. Sathyapriya, V.A. Jane, A. Dalhn Vinoth Kumar

Abstract: Diabetes mellitus is a non-communicabdisease,
however it may lead to other health problems suchk blood
pressure, heart attack, vision problem, slow healirsores to
patients with arthritis etc. Diabetes disease isusad due to
lifestyle, food habits, and low level of fabricaticof insulin and
pedigree factors of individual. According to theusly, there will
be 552 million people around the world will be affed by
diabetes at 2030. This paper estimates the totgbytations of
type 2 diabetes patients in the central region (Qatbre,
Thanjavur, Perambalur, Tiruchirappalli, Ariyalur, Karur,
Nagapattinam, Thiruvarur, Pudukottai, and Karaikalpf Tamil
Nadu. Diabetes patients have been diagnosed wita telp of
various parameters such as blood pressure, body snaslex,
dietary history, physical activity and pollutionvel in the air. The
Honeywell HPm series particle sensor is used toessxthe PM
2.5, PM 10 levels in the air. Considering the aiugity as a
parameter, there are lots of illnesses caused bypailutants and
also cause additional problems for people who ar&eady
suffering due to disease. This review work providehe
knowledge about the prevalence of type-2diabeted @mwill help
people to take precautions about diabetes diseaskits risk.

Index Terms: Diabetes, Air Quality, Sensor, PM2BM10.

. INTRODUCTION

Diabetes mellitus is one type of non-communicabseake.
The prevalence of diabetes is rapidly increasingoaér the
world at a tremendous rate [1].It occurs when thecgse
level increases in the blood. Blood glucose is thain

source which produces energy to human body. Thé hi%ontrolled

blood sugaris defined as a medical syndrome, widchlso
called as hyperglycemia, which
inadequacy of insulin in the human body. The lewél
blood sugar is standardized by a hormone, whictioise by
the insulin generated by the pancreas. The panseavery
tiny organ which is placed between the stomach ket
that helps to digest the food. According to the orepof

is caused due to an

people are not aware that they are suffering fragh tblood
sugar. In specific, the Madras diabetes research [4
foundation instructed that about 42 lakhs individuare
suffering from diabetes and 30 lakh people are iB-p

diabetes

A. Types of diabetes disease:

There are various ways to detect the presenceatfetks in
the human body. There are three categories in tabe
mellitus. They are Type-1 diabetes, Type-2 diabetesl
Gestational diabetes[5]. The early stage of diabdtes
identified using the following factors such as leiagting
blood sugar, blood sugar fasting, diabetes histdrgenes,
measuring waist and the ratio of height waist dafividuals.
In this paper type 2 diabetes is considered.

a. Type 2 Diabetes
Type 2 diabetes is called as non-insulin dependent
diabetes[6]. In type 2 diabetes, pancreas prodsaoéficient
insulin but the beta cells do not use it properly and that’s
why insulin resistance is caused. In such caseilimgries
to get glucose into the cell but it can’t maintain instead of
this the sugar level may increase in the blood.pRemay
get affected by the type 2 diabetes at any age emen
childhood. Type 2 [7] diabetes is caused by oveghteand
inactivity which leads to insulin deficiency. Thesges of
diabetes can be controlled by weight managememlae
exercise and nutrition. The symptoms of type2 diebeare
same as type ldiabetes except itching skin andiblelem
in vision. This type 6 diabetescan’tbe cured but can be
by medicine and injection which is givdar
diabetes, physical exercise, blood monitoring amdcase
controlling.

B. PubMed NCBI
Over the past few years, awareness about diabetes
is growing and the possibility also growing in thigld.
According to PubMed NCBI, referred as a journal for

World Health Organization (WHO)[2], the highest ”Umberpublishing MEDLINE papers, indexed by PubMed has

of diabetes affected people are living in India.eTtotal
number of diabetes patients in the year 2016 ismlBon it

will exceed 79.4 million by 2030. The Internationalyng Diabets’.

Diabetes Federation (IDF)[3] in the world has repbrtn
diabetes that it has proved 425 million adults ngiwith
diabetes. According to the report of IDF, 5.2 % aflian
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Fig 1: Number of publications index by Pub Med with
keywords “Predictive and Diabetes.” The 2018 count is
extrapolated based on the number from June 27, 2018

II. REVIEW OF LITERATURE

Cheng lin et al [8]discussed about the classificatand
prediction in data mining by analyzing the inforioat
based on diabetes data. This paper partitionedséis of

undergone treatment to patients. A result of expent was
tabulated and the decision tree was shown in therdi
Furthermore, results were concluded accurately spetific
range value was used to find out the changes afrnemtce
cancer.

Manal Abdullah et al [11] proposed a method fordfirg
five types of anemia is one of the hematologicaledses
and predicted what type of anemia hold by patiesingi
classification algorithms. This paper proposed &gorithm
for classification with the help of complete bloodunt test.
The data sets were collected from patients and fikeeed.
Multiple experiments were conducted using various
algorithms namely naive Bayes, neural network, J48
decision tree, and SVM. Compared with other algorgh
J48 decision tree provided the best potential dlaason of
anemia types. J48 decision tree algorithm provithetter
performance with accuracy, recall, true positivée rdalse
positive rate, precision and F-measure and it wasea by
weka experiment. The tested results were tabulated
percentage (like 20%, 40%,60%). The anemia types bm
detected with the help of given algorithms but tpiaper
concentrated only on five types of anemia for firgdi
accuracy and prediction of preferred results.

Himansu Das et al [12] focused on Diabetes Mellitus
Disease. They used two data mining technique such48s
and Navie Bayesian for predicting diabetes. The psed

data for classifying by using decision tree and adattechnique was quicker and efficient for diagnostee t

prediction was done through the linear regressioualtiple
regressions and non-linear regression whereas &tealuhe
classification accuracy. The process of classificatand
prediction of data mining also discussed about |anities
and differences between them.

K.Lakshmi et al [9] proposed a System Architectfoe
diagnoses diabetes disease using clustering
classification algorithm such as decision tree ENN. The
proposed system has stored data into a server whah
collected based on different diseases of patieidsre, they

disease. The dataset was collected from medictégen
hospital by providing set of questions that aboattipular
patient name, age, sex, blood, sugar level, andn@a
glucose and as well as online repository. Aftettttiea data
cleaning was performed to remove the unnecessasy ated
was stored in the warehouse. The proposed method

Pfedicted whether the patient has diabetes or it

classification technique. The two classificatiorcheiques
were implemented through WEKA software and the
experimental results were tabulated. Navie Baydtehbthan

considered 11 attributes of diabetessuch as Agersyea j4g and also the outcome was proved by its prodtycti

Sex, Body mass index, Blood Pressure (mm Hg), nfdas
Glucose Concentration (Glucose tolerance test) Tsicgkin
fold 2-Hour serum insulin Diabetes Pedigree fungtio
Cholesterol Level, Weight (kg) and Class variaffleor 1)
to predict the diabetes.The proposed method censi$t
some basic components such as admin, user (dpetent,
physician etc), server, database, application, datd mining
techniques. In the first step of the proposed syst&NN
and Decision tree were applied for training the sketteafter
receiving the request from the user, which are like
supervised classification model.Admin received thputs
from requestor. In the final step DM approach waedu
predict the result and send back to the user. Tame cost
are reduced to diagnoses in this approach.

Dr.Prof.Neeraj et al [10] described the J48 algoritfon
predicting recurrence of cancer-based data set remsb
cancer. Recurrent cancer can be analyzed in theses w&nd
they are: cancer comes back after treatment os inithe
same place, where it started first whether in aagtign of
the body. Hereafter J48 algorithm was used on the set

of breast cancer and implemented by WEKA tool an

generated the decision tree by using 10 fold cvadisiation
method to predict the recurrent event due to itsbates
such as tumor size, the degree of malignancy, agde-
caps, menopause etc.UCI machine learning reposit
provided the data set for predicting recurrencecearof
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N.Vijayalakshmi and T.Jenifer [13] worked on data
mining and statistical analysis for identifying llées
disease. The data source contained pertaining tdgmbe
which has taken from nursing home research cefitbe
collected data divided as diabetic patients and-diabetic
patients. WEKA tool was used for analyzing the most
important factors causing diabetics and also ueegetform
statistical analysis method on every single attebulow
classification technigques such as J48 pruned tebntque
and the Random tree provided the validation reaol the
detailed accuracy on datasets by class. Hence phjer
proved J48 pruned tree is a better technique cosdpetith
other classifying techniques and the accuracy oé th
predicted result was 81%.

lll. SURVEY AREA

Tamil Nadu is one of the states in India. Based o t
direction of the districts located, it is dividedtd® 4 Regions
8amely central region, western region, southerroregnd
Chennai city region. Each region has at least nthem 4
districts. The central region has 10 districts suab
Cuddalore, Thanjavur,
Tiruchirappalli,

Karur,
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Nagapattinam, Thiruvarur, Pudukottai, and Karaik@he
western region has 6 districts which are Coimbat&mede,
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have separated based on their age and sex. Fran thie
total number of male and female has displayed g2 Fin the

Nammakal, Salem, Dharmapuri and the Nilgiris. Thdorm of graph. The age of both gender classified Below

southern region has 9 districts that are Dindiddgdurai,

30, 30 to 4041 to 50 51to 60 andAbove 60.

1600

®Female mMale

Theni, Sivaganga, Virudunagar, Ramanathapuram,
Tirunelveli, Thoothukudi and Kanyakumari. Finally,
Chennai, Thiruvalluvar, Kancheepuram, Vellore,

Tiruvannamalai, and Puducherrydistricts have comeeu
the Chennai city region.

A. Central region

According to the census report at 2011, the Central

region’s total population is 12,212,084 where the men and
women are in the frames of 7,031,520 and 7,194,8®6fe
total taluk in the central region of all districise 66 whereas
total revenue villages and panchayat villages &@®884and
3154 respectively. From the report, the total numbé
literate people in that region is 7,369,787. Mem avomen
in this category are 3,982,437 and 3,432,656. Tdtal
number of children (age between 0-6) in this regisn
1,042,373, from this total number of male childrand
female children are 3,982,437 and 3,432,656.

IV. MATERIALS AND METHODS

1400
1200

0on

.2 1000

800
600

No. populat

400
200

0

<30 30- 3536-4041- 5051- 60 >60
years years years years years years

Age
Fig 2: Distribution of Age and Sex

A. Diabetic and Age

Among the major factors of diabetes, age is consdler
like one kind of major factor. The total number difbetes

All the study samples were randomly collected fromy sents derived from total study population hagegiin the

states in the central region of Tamilnadu. The |tstady graph  with

population is 10115 among them 5566 were male &#9 4
femlae which is 55.1% and 44.9%
population was screened for blood pressure (diastmd
systolic) and blood sugar along with their screerdiagp, the
body mass index (BMI), dietary history, physicatisity,

pattern and Pm2.5 ( pm & Pm10). The population esoeel

for diabetics by random Blood Sugar Meter(RBS). The

Blood pressure is screened using Arm Bp digital itoon
The dietary history, physical activity are assdsbg a set
of stored questions. The air pollutants (Pm2.5 &1Bjnare
assured using Honeywell HPm series particle sensbe T
number of total study population for male and fegnal
percentage has separated based on their age wiséstad

in the table 1.

Table 1: Age and sex wise distribution of the study

population
Age No. Male No. Total
Population | Female Population
(%) Population | (%)
(%)
< 30| 1422 (72.9)| 526 (27.1) | 1948 (100)
years
30- 1658 (60.7) | 1071 (39.3)| 2729 (100)
35
years
36- 1427 (69.3) | 632 (30.7) | 2059 (100)
40
years
41- 612 (36.25)| 1076 1688 (100)
50 (63.75)
years
51- 376 (23.7) | 1213 (76.3)| 1589 (100)
60
years
>60 71 (69.7) 31 (30.3) 102 (100)
years

V. RESULTSAND DISCUSSION
According to the report of total study populatiggeople
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mentioned details as a graph.

Fig3 represents the abov

respectively. The

80 ® Diabetic (%)
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years years years years years years

Age

Fig 3: Diabetic and Age

B. Education and Diabetic

Diabetes awareness between literate and illiteragse w
surveyed. Totally 36.50 % percentage of illiterp®ple has
lived in Tamilnadu, 41% percentage of people comeple
their schooling,22.50% percentage completed gramuat
The comparison is between these categories of eeopl
represented in the form of graph in Fig4.
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H College ® School = llliterate

Fig 4: Education and Diabetic

C. Air Pollution and Diabetic

When the pancreas function decreases, the functibn
insulin is reduced. Diabetes occurs when the pascdess
not produce sufficient insulin. Today Air pollutiors

increasing throughout the world, and the air is mafien

polluted by the urban area so air pollution mayeeiffthe

pancreas as well as theselihood may be affected to
diabetic patients Here using Honeywell
particle sensor, the air pollution(Pm 2.5 and Pmd6jail
was collected and displayed. An average of airupatits
level is given as a graph in fig 5.

Fig 5: Air Pollution and Diabetic

D. Diabetic Control measure

According to this study, diabetes people have fodd
insulin or treatment taken from
hospital or have followed any diet to control thdiabetes

or awareness about HCA1C test and carbohydrate .céoont

order to the study of total population has desdiked the
number of population based on diabetic control mess
which is represented in fig 6 as a graph.

Fig 6: Diabetic Control measure
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VI. CONCLUSION

Diabetes Mellitus is a chronic disease that can caffe
human life. Massive data was collected from censport
at 2011, questionnaire and IoT devices. Tamilnads teen
separated into four regions with respect to thatioa. This
study concentrated mainly on the central region of
Tamilnadu and total population was surveyed in tlegion.
From this, total number of male and female popatativas
also reviewed. The number of people living withbdites in
the central region was calculated by wusing various
parameters. The results of experiments exhibitednimber
of diagnosis made for diabetic patient and were mated
individually on the basis of their age, educatigiysical
activity, dietary history, and air pollution. Thisaper will
help to spread the awareness about diabetes ameoep
In future, these experiments may be conducted a#ro
Tamilnadu and it may improve the accuracy levelhvitie
help of various parameters
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Prevalence of Diabetes Mellitus In

Tiruchirappalli District using Machine Learning

L. Arockiam, S. Sathyapriya, V.A. Jane, A. Dalvin \inoth Kumar

Abstract: Machine learning is a part of Al which delops
algorithms to learn patterns and make decision forime massive
data. Recently, Machine learning has been used ®salving
various critical medical problems. Diabetes is ongf the
dangerous disease, which can lead to more compédat
including deaths if not timely treated. The studg designed for
providing the prevalence of Diabetes Mellitus inrtichirappalli
district using machine learning algorithms and it as detected
that the polluted air causes diabetes disease atwb ancreases
the risk of that disease. This proposed work hethe people in
preventing diabetes disease using various diabaticibutes with
an aim to enhance the quality of healthcare and des the
diagnoses cost of the diseade. future, the work done may be

Il. RELATED WORKS

Himansu Das et al., [6] proposed a framework for joted)
diabetes mellitus.
classification algorithms such as j48, Naive Bayed these
two were implemented using the weka tool. Quesinmen

Diabetes Mellitus was predictegg b

based data collection was done and data cleaning wa
performed to remove the unwanted data. The diabetes

mellitus had been diagnosed by using j48 and NaiageB.
The final stage in the proposed framework generatesd
report of diabetes.

N.Vijayalakshmi and T.Jenifer [7] analysed risk fastmf

extended by considering many other attributes andy b diabetes through data mining and statistical arslys

implementing it through various algorithms to impve the
prediction accuracy of diabetes mellitus.
Mellitus, Machine

Index Terms: Diabetes

Prediction, WEKA .

Learning,

. INTRODUCTION

techniques. The experiment for diabetes predictiaas
done by using classification algorithms, clusteringnd
subset of evaluation, association rule mining atatistics
analysis. J48 provided better accuracy of 81% ® diven
dataset than the other techniques.

C.Kalaiselvi and G.M .Nasiria [8] predicted whetherople
with diabetes may have cancer and heart diseasbefem

Machine Learning plays an efficient role in medicadataset was classified by using ANFIS and AGKNN

especially diabetes research. Diabetes is a widetgasing
disease in this modern society due to exercise igapased
obesity rates, food habits and environment polligtagic.
Research on diabetes plays an important role infitheé of
medicine, and the number of daily data in thisdfied high.
Continuous  measurements are best  suited

implementation of these data using data mining wathand
can be handled immediately and these methods diffen
other traditional methods and also one of the mesgs in

algorithm and gained good accuracy level. The perémce
of algorithms was evaluated by using performanceriose
The proposed method reduces the complexity than
exiting methods.

Swaroopa shastri et al., [9] proposed a system realigt

foyhether type 2 diabetes influences kidney disebéisge by

the data mining algorithms were utilized. The pregub
system generated the report of a patient, it asbidbctors,
and also suggested precautions to the patient fkaney

diabetes research when handle massive amounts taf déisease.

related to diabetes. The main difference betweesmths
more complicated than statistical approaches. Ewvday
vast amount of data are stored in the various dosnéike
finance, banking, hospital, etc. and rapidly insieg day by
day. Such a Database may contain potential thatacan
be useful for decision making. Extraction of thialuable
information manually from large volume of data

extremely difficult task. From the rapidly growirdata, it is

Huwan- chang et al., [10] developed a model for jotad)
postprandial blood glucose to undiagnosed diabetsss in
a cohort study. For this purpose, there were figg dnining
algorithms that were utilized and compared eacherothn
this work. The data set used in this model wasectdd
from Landseed Hospital in northern Taiwan over tleeiqul

isof 2006 to 2013 and also evaluated the performanéehe

data mining algorithms. The overall result of thegosed

very hard to find useful knowledge without using MLModel provided the accurate reasoning and predictib

techniques. Discovered knowledge can be useful ikimga
prominent decisions. Data mining is widely used ields
such as business, medicine, science, engineeridgsaron
[1-5].
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could be useful to assist doctors to improve thdl sk
diagnosis and prognosis diseases.

Aiswarya lyer et al., [11] utilized Decision TreedaiNaive
Bayes algorithms for predicting diabetes
women. Training and test data was separated byoltD
cross validation technique and J48 algorithm wagpleyed
on the Pima Indians Diabetes Database of “National
[nstitute of Diabetes and Digestive and Kidney Diseases”

the

in pregnan

using WEKA. The proposed work concluded that both
S.Sathyapriyg Ph.D Scholar, Department of Computer Science, Stalgorithms were efficient for

the diagnosis of diabetes and
Naive Bayes technique gave
the result with least error rate.

Published By:
Blue Eyes Intelligence Engineerin
& Sciences Publication

Exploring Innovation



Prevalence of Diabetes Mellitus in TiruchirappalliDistrict Using Machine Learning

A.A. Aljumah et al., [12] recommended a model based which spoils their health like smoking and alcolainking,
regression technique for diabetes treatment. Tra#pgsed food habit, BMI, medication taken by individual, obd
model predicted the diabetes disease by Oracle DatarM pressure, family history , sleeping time, normalaltte

tool and results were employed for experlment_allwm on problem , work type , educational background, ment
collected Datasets by support vector machine alyuorit . . '
(SVM) pollutants and physical activity. Some of the dioes were

Mohammed et al., [13] presented a survey on apijgita in yes/no format and some were in answer formate Th
using Map Reduce programming framework which wagnodel of the questionnaire sheet is given belowigr?.

discussed in early work and discussed Hadoop
implementation in clinical big data related to hkeehre i

fields. Questionnaire to predict Diabetes
N.M. Saravana Kumar et al., [14] proposed a Predicti

Analysis System Architecture with various stagesdata + et vour gemder
mining. Prediction approach carried out on Hadoollap

Reduce environment. Predictive Pattern matchingtesys mese
was used to compare the threshold value analyzéu thve o

estimated value after the analyzed reports wersepted by 2: D T SGRER If ] W i dreies ek ey
the system. Fig 2: Questionnaire model based data collection
3. Sensor Data: Some data were collected by using
. METHODOLOGY sensor and also by using medical devices. In Hesis,

The proposed Model plays a significant role in jrtag Honeywell HPm Particle Sensor is used to find outRiv
diabetic patients and produces the prevalence trepbr 2.5 and PM10 in the air and it is shown in fig 81 Fheans
diabetes. particulate matter it used to find out the parclevel in the
air. PM 2.5 means particles with a size below 2iéroms
and PM10 includes patrticles with 10 microns and Wwelo
PM 2.5 is very serious than PM10 because PM2.5agont
very small particles it can travel to our lungs glgeand
then causes more harmful effects. Further, it ead o

Data collection

Y

Fre processing diabetes. In this paper particle matter is consides a
factor to predict the diabetes disease becauss ain
important factor for the people to survive in therid.

l ML algorithms Prevalence of diabetes P PEOP

are applied to is caleulated and the
Data Storage fuupl  Predicted the |  results are generated.
diabetes disease

Fig 1: Work flow of proposed methodology

The work flow for diabetic prediction is shown iigfl. In
the initial step, the data collection is performemad it done
through various ways such as questionnaire basdd da
collection, sensor based data and some data fromicall Fig 3: Data collection from sensor
report. Cloud storage is used where the electroeamrds 4. Pre-Processing: Data Pre-processing is an impostep
are stored securely and cloud computing can biedilfor: during knowledge discovering. The collected datayma
data processing, data analysis and predictive aisalfhese contain missing, fault and outliers etc., Removéltlese
are carried out by statistical tools and data ngninkinds of invalid data may produce misleading outesnand
techniques. The predicative analytic stage sendsréiport makes knowledge discovery a challenge. Data is pre-
of diabetes prevalence in Tiruchirappalli. processed by different ways such as cleaning, niatian,

1. Data collection: It is one of the most initial steim  transformation, feature extraction and selectiotg. efhe

the proposed model and plays a major in data cblaténajor obstacle with clinical data is that redundastords

research. In this paper there were following thsgees of and these records are ellrr_nnated to enhanf:e ﬂm{:tdnt

data format collected from sensors, clinical and’;\ccuracy. Data transf_ormanon _and data validatioa taro

_ _ ' important pre-processing techniques.

questionnaire. 5. Data StorageThe data stored in a cloud storage system
2. Questionnaire: ~ The data collected throughyith remote servers that accessible by internet and
questionnaire is called as the primary data. Thesee two managed, operated, and maintained by service pmnovid
types of data that were collected namely medicah damd This proposed approach, the collected data aresdstam
personal details. The questionnaire was preparedgiven ThingSpeak which_is a clpud service provider. Tioavfof
to various people who are living in Tiruchirappatlistrict. storage is showed in the fig 4.
The question was developed using Google Form with 22

qguestions based on various factors such like geridsits
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Questionnaire
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HPM Series Sensor /
Clinical
Report

Fig 4: Collection of various data )

IV. PREDICTION OF DIABETES

The study made on various classification algorithused in
existing methods, three algorithms play major rate
predicting Diabetes mellitus. They are J48, KNN, andvdla
Bayes. The PIMA Indian Dataset was applied to thase
algorithms in which J48 algorithm predicts resuitsth
better accuracy [15]. So in this study J48 is used the
collected data is applied in WEKA to classify Diaet
Mellitus based on different attributes like agex,secome,
education, work type, blood pressure (diastolic agsitolic),
body mass index (BMI), dietary history, physicaltiity,
pattern and Pm (Pm2.5& Pm10). The outcome of priedic
Diabetes Mellitus is represented as a class variabte 0,

Journal of Recent Technology and Engieering (IJRTE)
ISSN: 2277-3878Yolume-8 Issue-2, July 2019

B. Education: In Tiruchirappalli district, people are living
with various education levels, such as school,egd| and
illiterate. These survey details are given in thes.

Education Level

v)

Fig 5: Education level based division
C. Work Type: According to the physical work of
individuals, the work is categorized as easy, mmdiand
hard and based on their work type the details ad@lietic
patients were represented in the fig 6.

E School
E College

llliterate

Population based on work type
Fig 6: Population divided by work type.
D. Awareness of Diabetes TesPeople who have diabetes

H Easy
H Medium

M Hard

depending on whether the person has diabetes or e Certainly aware of the disease and also wilabare of

respectively.

The nature of the collected data has describethigngection.
The overall male and female from the total studpipation
has been separated based on their age with a pegeenf
the population and it is listed below in the talble

Table 1: Distribution of population based on thejeaand
sex

<30 29(40.84%) 71 (5.81)
years 42(59.15

%)
30- 35 31 22(41.50) 53(4.34)
years (58.49%)
36- 40 172(64.6 | 94 (35.33) 266(21.78)
years 6)
41- 50 612 310 (51.15) 606 (49.63)
years (48.84)
51- 60 118(68.2 | 55 (31.79) 173 (14.16)
years 0)
>60 21(40.38) | 31(59.61) 52(4.25)
years

A. Family and Income: From the study of population,
people are separated based on their family andmecd hey
were grouped into four categories based on theicome
style such as below 50,000, 50,000 to 1,50,0C80,200 to
2,00,000 and above 2,00,000. According to thesegoaies,
people were separated like diabetic and non-diabatid
tabulated as shown in table 2.

Table 2: population separated based their montitpme

Below 50,000 341 27.92
50,000 to 662 54.21

1,50,000

1,50,000 to 161 13.18

2,00,000

above 2,00,000 57 4.66

Retrieval Number: B2219078219/190BEIESP
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the precautions to be taken. The evaluation ofremess
among people is depicted as a graph in fig 7.

150
100
50 ®No
0 — mYes
HbA1C Sugar
glucose

Fig 7: Awareness about Diabetes Mellitus
Furthermore, sugar count helps to find out the slgxel of
an individual, suppose if a person has a sugar tcbalfow
140 then it is known as low sugar level, or if thegar count
is above 140 to 180 then the sugar level is normalch is
also called as pre-diabetic but if the sugar coarteed
above 180 then the count is high. The surveyedltrésu
shown in Table3.

Table 3: Sugar level based on the sugar test.

low pre- high sugar

sugar | diabetes
37.2

below 140
140 - 180
above 180

E. Blood Pressure and Work Type:Blood pressure varies
based on the people’s work type. There are three categories
of works such as easy, medium and hard. The predsuel
is also divided into high, medium and normal. Few
depicts the list of people who have blood pressutach is
separated based on easy, medium and hard typeré&f wo

Published By:
Blue Eyes Intelligence Engineerin
& Sciences Publication

Exploring Innovation



Prevalence of Diabetes Mellitus in TiruchirappalliDistrict Using Machine Learning

6.
80 1
701 BEasywork
9
601 B Medium work 7.
£ 5047 Hard work
|
g 40
] /
‘_'5 30 77 )
5207 8.
~
107 i}
0¥ T : 7 9
High BP Normal Bp EasyBp :

Fig 8: Work type vs Blood pressure level
F. Smoking and Liquor Drinking Habits: People, who are
smoking, consuming alcohol, both smoking & consugmin
alcohol are 314, 193 and 178 respectively
Table4: List of data related with smoking and dhirk
7. Air Quality: Air quality is as an important factor in this
study because it also one of the reason for diabellitus.
The air quality level is measured through the,REnd
PMy, level in the air and fixed into the area to evéduthe

particle level. From this the PM level is measuaed 12.

separated among diabetes people that showed ia $abl
Table 5: Air quality and Diabetes

V. CONCLUSION

15.

In Machine Learning data patterns are extracted by
applying intelligent methods. These methods pravidiee
great opportunities to assist physicians deal witis large
amount of data. This study provided a view about th
prevalence of diabetes mellitus wusing classifigatio
techniques. It helps the patients to prevent théresefrom
the disease. Decision tree model has outperformesoh th
naive Bayes and KNN techniques. The proposed wor,
detected that the polluted air causes the diabatek also

Air Non- 13.
Quality Diabetic | Diabetic

High 68 36

Medium 15 47

Low 17 17 14.
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DaRoN: A Technique for Detection and Removal of Nek in 10T Data by
using Central Tendency

V. A. Jané', Dr. L. Arockiam?,
12 Department of Computer Science, St. Joseph’s College Tiruchirappalli.

Abstract

The Internet of Things (IoT) is a significant tectogy that offers well-organized and
trustworthy solutions for the innovation of manynuins. Agriculture is one of the most
concerned fields in IoT, where I0T based solutians used to automate the maintenance and
monitoring process with least human interventionarge scale |oT based agricultural
environment generates a large amount of data ewerypent. The agro-production environment
is complex and there are numerous discrepancit#eeigollected raw data that cannot be directly
traced by analysis and mining. To handle thesensistencies in IoT agricultural data, this paper
proposes a technique callBetection and Removal of Noise(DaRoN)l'he proposed technique
removes the null values, error values, repeatedegalincomplete values, and irrelevant values
using measures of central tendency. In additiowomparative analysis was performed with
existingnoise removal techniques and the performaacmeasured using the Support Vector
Machine(SVM) classifier. In this proposed reseawabrk, noisy data is eliminated to enhance
classification accuracy. The DaRoN technique w# bseful for improving the quality of
collected data in agricultural environment.

Key Words
Noise, Data cleaning, IoT, Preprocessing, Noise @ral, Smart Agriculture.

Section I: Introduction

loT is a predominant technology which makes manpliegtions smarter using its
features [1]. In the past, gathering data in adfica environment was a difficult task especially
in monitoring systems but 10T removes all thoseratous part with the help of sensors. Here,
sensors play a vital role in data collection andegates enormous data every day. These data
contain missing values, noise, outliers, and dapdicvalues [2]. If any one of the above is
present in the collected data, then it will redtice quality of outputs. Among which, Noise is
one of the most considerable one and it is defim@dneaningless information like, corrupted
values, repeated values, error values, null vasites These problems occur due to the reasons
such as connection error, detection error, andsgmil problem in 10T [3]. If the dataset contains
noisy values, then many problems will occur duriing analytical process.

Noise is classified into two types such as poins@@and continuous noise. The Point
noise has sudden deviation from other data poiotdlftis could be identified easily. The
Continuous noise is difficult to identify becaube tdeviation gets increased from point to points.
For removing these types of noise, mean, mediamaode methods are used. Noise can also be
categorized based on the occurrences in the datbet noise occurs in the class column then it
is calledclass noiself the noise occurs in the attribute column theis italledattribute noiseln
contrast toclass noiseattributenoiseis more harmful because it directly affects théaddhus,
noise in the dataset will affect the accuracy ef dnmalytics model [4]. So, there is a need for data
pre-processing.

http://annalsofrscb.ro 3197
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Pre-processing techniques [5] are categorized vatmus types such as data cleaning,
data integration, data transformation and dataatolu This paper focuses on noise removal
and it comes under the process of data cleaningdsteof the paper explains more details about
the proposed technique and the paper is organigefbllows, section Il explores the related
works on the relevant area, Section Il descritbesmethodology of the proposed work, section
IV summarizes the results & discussion and sedfi@oncludes the work.

Section II: Related Work

Peter et al.,[6] overviewed the role of Data minindoT. This work discussed about all
the technologies, methods and algorithms relatethéoData mining process with respect to
various 0T applications. Also, it described théerof data management in smart environments.

Kun et al., [7] proposed clustering-based partgiearm optimization (CPSO) approach
to handle data in the DSM (Data Stream Mining)winich, sliding window technique was used
for data segmentation and SFX (Statistical Fedfixteaction) was used for variable partitioning.
The proposed approach was implemented using figestyf 1oT data set (Home, Gas, Ocean,
and Electricity). The results were evaluated, amal groposed approach improved the accuracy
but increased the complexity of algorithms anddter fitting problem.

HumaJdamshed et al.,[8] discussed about varioupmeessing techniques for mining
and analysis tasks. In this work, the importanthmd$ of data pre-processing were described
which includes data cleaning, data transformatidata reduction and data integration. The
author proposed a technique for the same and egolavith simple text data case study. The
proposed technique dealt with noise removal, talaiin, and normalization. The paper
concluded that the advanced techniques like madbear@ing improved the effectiveness of pre-
processing.

Asiya et al., [9] compared the performance of notsacellation techniques in loT
enabled Telecardiology System. The techniques whiehe taken for comparison were LMS
(Least Mean Square), NLMS (Normalized Least Meanase), CLLMS (Circular Leaky Least
Mean Square) and VSS-CLLMS (Variable Step Size CH)M Baseline Wander (BW)
elimination (lowest frequency in ECG (ElectroCa@iam)). VSS-CLLMS method achieved
high SNRI (Signal to Noise Ratio Improvement). Timbars focused on ECG data pre-
processing with filtering mechanisms.

Liu et al., [10] proposed a technique to handlesaocin 0T data by using anomaly
detection technique. The proposed technique messheerate of change and deviation by using
a sliding window and statistical techniques. Algddentified the noise in the dataset based on
neighbour behaviour and erroneous data removalepsowas difficult if error was identified in
the continuous neighbour. Here, the identificafimacess consumed more time.

Wang et al.,[11] proposed a framework for wind data-processing and prediction. In
this proposed work,Complete Ensemble Empirical M@eomposition with Adaptive Noise
(CEEDMAN)technique used to remove noise in the widdta and MTO (multi-tracker
optimizer) was used for error detection. Finallgural network layers were utilized for model
building. The proposed CEEDMDAN technique was silé@zonly for limited sized datasets and
while large datasets were considered it incredsedrtean error.

Sanyall et al.,[12] proposed a scheme to handlevénacity problems (Noise, Missing
values, Outliers and redundancy) in loT sensor.déte proposed scheme consisted of two
parts, first part dealt with data aggregation usihgter method and the second part dealt with
data pre-processing using robust dominant subsesitmation and tracking methods. Random
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outputs generated by dominant subspace selectweased outliers so the overall performance
was decreased.

Séez et al.,[13] presented a method Iterative Qlsse Filter (INFFC) that combined
many classifiers for detecting noise in an itematimanner.The filtration method was introduced
to identify the noise by eliminating the processofse detection at each new iteration.

Garcia et al.,[14] improved noise detection usingeasemble of noise filtering methods.
The proposed approach Meta Learner (MTL) reducedrédundant data in the dataset, as well
as eliminated the irrelevant data. For that, Metatires were created from corrupted datasets
and provided a meta-learning model that predictesyndata.

Section Ill: DaRoN Proposed Technique

In the agricultural scenario, irrigation system uiegs constant monitoring without
human intervention. To automate this process, topgsed DaRoN technique uses I0T sensors
to collect data and stores the collected data onctl Later the collected data are pre-processed
using the measures of central tendency and theompesthce of the pre-processed dataset is
analysed using Support Vector Machine (SVM) classif In traditional noise handling
techniques, there are 3 phases namely,Robust (idetex any analysis errors to make the data
standardized), Filtering (using various measuregeimove noise), and Polishing (Replacing
error values)[15]. The novelty of the proposed DiR® that it combines the 3 phases into one
to produce a Noiseless dataset.
Robust and filtering are done using pre-definedd@@mns and polishing is done by using
measures of central tendency. The work flow ofDia&RoN technique is given below in figure 1.

Existing methods DaRoN Technique

Data Collection Data Collection

Phase I: Sensing Layer

A\ 4
Data Storage

Y

v Data Storage
Robust Phase 2: Storing Layer
A\ 4 A 4
Filtering
DaRoN Technique
Robust +Filtering +Polishing
Polishing
Phase 3. Preprocessing Layer

y
Cleaned Data

A\ 4

Cleaned Dat

Figure 1: Work flow of the Existing vs. DaRoN technique
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From the workflow of the proposed work, the pregassed agricultural dataset yields
noiseless cleaned dataset which increases therpenice of the classifier.
Phase I: Sensing Layer
Phase one deals with the data collection that iedxy using various I0T sensors in agricultural
environment. There are five sensors used namelgidity sensor, temperature sensor, soll
moisture sensor, wind speed sensor and rain sefisosors are placed in different places and
connected to the cloud. Each sensor plays a umigleein monitoring the environment and
continuously collects data. Humidity sensor coliettte data about moisture level in the air. This
data will be useful in determining whether irrigati is needed or not. Soil moisture sensor
measures the percentage of water present in thelsahis work, both the humidity and soil
moisture sensor data are taken together to maigation decisions. The temperature sensor is
generally used to measure temperature level frame to time. The rain sensor is used to collect
rain level. The primary work of this sensor issiout down the entire irrigation system during
heavy rain fall. Data from these sensors are delteautomatically and sent to the server directly
for further processing.
Phase 2: Storing Layer

Second layer is storing layer, which is used faaddorage purpose. Basically, data can
be stored on local devices, but to handle large,ddoud storage is the best. So, the proposed
technique uses cloud to store the data. Many oparcse clouds are available, one of them is
ThinkSpeak cloud server which provides open-sowemputing model, where data can be
stored and retrieved remotely with the help of iné¢. The stored data is maintained, operated,
and managed by a service provider. In ThinkSpaakaccount is created and built with various
fields such as soil field, humidity field, tempearad field, and rain field to store their respective
information. After that, the stored data is forweddo the preprocessing layer.
Phase 3. Preprocessing Layer

In this layer, the proposednoise removal techniguesed.This novel technique uses the
measures of central tendency. Traditional Noiseorahtechniques use three phasessuch as
robust, filtering and polishing.But, the proposedRDN technique combines these three phases
in a single phase by using the measures of Cetetndency which gives better performance. The
proposed technique selects thenearestmean valteplace repetitive and null values. Nearest
Mode value is selected to remove Point Noise.Afllaeementsare done with respect to Time
Details (Td).The Central tendency measures aredliselow.

sum of all elements

Mean (n) =

" Total number of Elements

(Um—f1))
(Um—f1)—(fm—f2))

Median (M) =L+h

(n+1)

Mode (2) .

LetL ={L,L, Ln}, where, Ly, L, ...Lare different locations.

Each location has various sensors that aresi H,, R, and W, where n denotes number
oflocations, T, — Temperature sensor, S, — Soil moisture sensor, H Humidity sensor, R-
Rain sensor, W- Wind Sensor, and the values of each sensor from 1... n.
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If location number is one then the set @fi$, Ly= {t1, S hs, r1, wa}. Similarly, Ly, Ls, La
and Ls sets are defined. In the proposed work, 5 diffel@rations are considered, so the total
number of sensors in each category can be wrigen a

T={t1, t t3 t, t5},

S ={s1.% % %, S},

H = {hy hy, hg hs hs},

R ={ry, 1z, 3 14 s}

W = {w; Wz W3 Wj, Ws}

Therefore, L can be written as L = {T, S, H, R, W}

DaRoN Technique for noise detection and removal

for(inti=0;1 <25, i+=2) /I One observation per two hour

collect r(Td[i])

for (int i=0; i<n; i++)

if( ro(Td[i]) < ry(Td[i+1])) /IChecking Redundant values based on TimeTd
remove {(Td[i])
compute rest of R, and all elements in T,W, H, S

if(compare fwith R (1), R(M), & R(Z) // Checking point noise and error value
replace with R(n), R(M), & R(Z)Xommon for restof R and T, W, S, H

if (ry>0) /I M,Z, are Calculated with respective to Td[i] vdue
compute rest of R, and all elements in T,W, H, S

else
compute rest of R, and all elements in T,W, H, S

end if

end for

Section IV: Result and discussion

This section describes the performance of theqeep DaRoN Technique using the
conventional measures such as precision, F1 spegall and accuracy.Table 3 shows the details
of the collected data. Finally, the cleaned dat&seipplied to the SVM classifier for analysing
the performance of the proposed DaRoN technique.
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Table 3 Collected Data Details

Type Amount

Total Data (Rows) 19,520(6 Months Data)

Noise 9,760

Point Repetitive| Collision | Null 4782 4326 118 652
Noise

Features(Columns) 32

The existing pre-processing methods such as Ker&tlass Noise Filter (INFFC), Meta
Learner (MTL) and (CEEDMAN) are applied on the eoted dataset and fed to the classifier
after cleaning. Then the proposed DaRoN Technigummpared with existing techniques based
on the performance metrics. The proposed DaRoNnigah enhances the accuracy than others
and the comparison results are shown in Figure 2.

Comparison of proposed
DaRoN Technique

1.2
g 1
Q 0.8
§ 0.6
Z 04
0.2
0
Precision F1 Score Recall Accuracy
Performance Metrics
E1.DaRoN H2.INFFC[13] 3.CEEDMAN[11] =4 .MTL [14]

Figure 2:Comparison Result

Section V: Conclusion

In 10T agricultural data needs pre-processing fticient decision making. The raw data
collected from IoT environment has inconsistencgués which affect the efficiency and
accuracy of decision making. So, refinement of dataeeded. The proposed DaRoN handles
the noisy data efficiently. It consists of thregdes. First layer collects data from sensors placed
in various locations, the collected data is starethe second layer, and the third layer performs
data cleaning process. The proposed techniquetdetecsy data and replaces it based on pre-
defined conditions and measures of central tendefRmally, the results were compared with
existing methods and the proposed technique owpedd others by improvingthe classification
accuracy. In future, issues like missing values antliers may also be considered to further
improve accuracy.
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Abstract: Internet of Things (IoT) is a growing technologyah fields of science and engineering. The amafnt
data emitted by the sensors used in the varioddsfiss high. Therefore, efficient knowledge from kularge

datasets is a clear requirement of many users. [@lge data is far from perfect; it has many deféstich as noise,
missing values, outliers etc.) and is not suitdbleanalysis because it can lead to incorrect amiohs. So, data
preprocessing is a required technique for such. dta preprocessing is an important and essetdip) e main
goal of which is to dedicate techniques to cle&fine, repair and improve that raw data. This pgpeposes a
survey on loT data preprocessing and its techniqlibs paper discusses exiting research on dafargeessing
in the loT context and, introduces the backgrouhdb® data preprocessing and present literaturéeves of the

advanced research on data preprocessing technighesclassification of various preprocessing apphes with

techniques is clearly depicted in the figure. Vasioapproaches of preprocessing cleaning, transfarmat
reduction and integration are described. In addjtimethods for such approaches in IoT data prepsing are

also discussed. loT Data preprocessing techniquewvanious applications are tabulated. Finally, isswad

challenges, most useful in future work, are disedss

Keywords: 10T, Preprocessing, Data Cleaning, Noise handling

1. Introduction

Internet of Things basically refers to a network aiifjects that are connected to the Internet. kns
excellent computerization and analysis system ack@sious industries such as agriculture, meditahsport,
city, etc., [1]. Being connected to the Internateaan collect data and send it over the intereetive information
from the internet, or do both. In the Internet ofiffigs (IoT), the connected devices / sensors genefata
enormously. These data are transferred to the difatdbase for analyzing and to create smart apiplica Data
analytics is a very important technique to findighss from these data [2]. Before analyzing théadalata
preprocessing plays a vital task owing to such lohdata with many defects like missing, noise, armnsistent
data. It is a kind of key stages in knowledge alsry process [3]. Low-quality data can undermihe t
effectiveness of successive learning algorithmser&tore, avoiding the impact in quality, improvetiability of
successive automated innovations and enhancedatexisy taking appropriate preprocessing methotierd are
various techniques involved in it, namely, datansfarmation, data reduction, data normalizatiorta ddeaning,
and data integration [5]. These techniques simpglify data by selecting or eradicating unnecessatuffes and
dividing difficult constant feature spaces. Durinkist process, the original input construction ne¢adlsbe
maintained and processing time need to be consid&eme benefits of data preprocessing are rapiding of
learning methods, advanced generalization skifiswell as better understanding and easy interjpwataif results
[6]. This paper aims to survey on data preprocessits techniques and existing contributions of adat
preprocessing. This survey constructed as follolspart Il, The related works on data preprocessmdoT
environments and its techniques are discussed.lPatmmarizes the techniques in various 10T basgglication,
and part V concludes this work.

2. Related work

Hui et al., [7] reviewed the physical sensor erithig occur during the data-collection process. aper
described types of physical sensor errors, vareusr-detection mechanisms, error-correction tephes and also
explained the differences between the techniquesorymerror-detection and correction mechanisms, ciRyah
Component Analysis (PCA) and Artificial Neural NetwoANN) provided better results.

Mathew et al., [8] compared various preprocessiechiiques, namely, Kalman filter, z-scoring and
moving Average filter. Firstly, preprocessing teajugs were applied to the chemical sensor dateeandt. After
that, the dataset is cleaned and evaluated usffeyatit classifiers such as Linear Discriminant Aiséy(LDA),
K Nearest Neighbor (KNN), and Support Vector ClassifiSivC). Finally, the performances of the various
preprocessing techniques were calculated. Amonggethiewas observed that the Kalman filter technipreided
better result than others.
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Zena et al.,[9] reviewed methods of selecting arttaeting features for high-dimensional Microarray
cancer dataset. The writer discussed about thelggnsbof irrelevant and redundant features in theranarray
dataset. Also, the importance of dimensionalityuaibn, its advantages and drawbacks were discussed.

Chao et al.,[10] explained the process of datastrassion in 10T environment. A preprocessing teqghpi
was adopted for reducing transmission time andeasing processing speedbut this work, only focused
reducing data transmission time.

Evgeniy [11] proposed architecture for preprocegsgensor data. Various preprocessing techniques
suitable for proposed architecture were found. &ti@g sensor data, the Univariate time series datases
utilized in this architecture.

Natarajasivan et al.,[12] proposed filter-based rtarimg system for IoT Context. Sensors utilizedtiis
work for sensing acceleration, position, visiondiay temperature and direction. Kalman filter watdiaed to
process the collected data from those sensors anglvdluate the results using SVM. The proposed syste
consumed more time.

Cleber et al.,[13] surveyed all 10T application peppublished since 2015. The author numberedahe |
application based on the usage. Smart home applisatre used widely used by the researchers wberpared
with others. The sensor used in the smart environsnis also discussed.

Rajalakshmi et al.,[14] discussed the function @f lin smart appliances and summarized the problems
such as data aggregation, scalability, data fusdevnoising, heterogeneity, data outlier detecticegl-time
processing and missing data imputation. The awtlxptained the usage of cloud, fog and edge comgutirioT
to improve the analytics process and describeddfiedata analytics process using a drone for traffionitoring
system.

David et al.,[15] reviewed the data management prablin IoT environment, namely data collection,
cleaning, integration, migration and processinge Huthor discussed the advanced data-processihgdiegies
such as Al, machine learning, deep learning, ard daning.

Karinaer al.,[16] presented a survey on prepracgstechniques with relevant issues related to data
mining. The fundamental concepts of data miningpprcessing techniques and its issues were explaingetail.
Moreover, it offered various solutions and discdségure directions.

Garcia et al.,[17] proposed data preprocessing mdsthfor big data era. The key areas of data
preprocessing and current open challenges weraiexpl. Moreover, the different data preprocesseauiiques,
namely, normalization, discretization, subset dedacand extraction, feature indexers and encodarsddition,
other techniques for text mining were reviewed.oAlmajor issues of big data preprocessing wereligigted.

Jayaram et al.,[18] presented a study on data @eepsing methods. The main aim was to provide
solutions for various problems of data preprocegsithe author focused data cleaning methods tichides filter,
imputation, hybrid, wrapper and ensemble methodee process and uses of each methods were desaevitied
examples. In particular, noise, data handling waresidered and explanations regarding how to detedt treat
it were given. Finally, the challenges while degliwith data cleaning at different fields were ithased.

Huma Jamshed et al.,[19] discussed various big Betprocessing techniques to clean data for further
mining and analysis tasks. Initially, the importatéps involved during the data preprocessing veerdained.
Then, a framework for web data preprocessing wapgsed and each step was explained one by ondlyk-itie
simple text data was applied on the framework anepnocessing steps, like noisy removal, tokenizgtio
normalization, were done.

Categories of preprocessing techniques

Data preprocessing is the process to make real waaid more suitable for data mining process [20].
Real-world data is more noisy, contains missingugaland a lot of ambiguous information, and thesta dre
large in size. These factors cause the deterioratfathe quality of the data during the result thhtaining after
the mining or modeling. Therefore, before miningnoodeling the data, it must be passed through irgrent
techniques known as data preprocessing. Thereiffieeedit techniques to perform such kind of processnake
the data suitable for analyzing purposes. The caieeg) of data pre-
processing technigues are shown in fig 1.

Preprocessing Techniques

AV\ a

Data Cleaning Data Integration Data Reduction Data Transformation

Fig: 1 Categories of data preprocessing Techniques
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Data cleaning can be defined as the process ofreditimig the erroneous and missing part in the didte.
process of handling these noisy and missing vakses be achieved by various ways, that shown in2fig

l Data Cleaning |

/\

Missing Values |

| Noisy Removal

Fig: 2 Data Cleaning Techniques

Deletion Imputation Predictive & Feature Noise Anom
Methoc Techniques statistical Models Selection or in Record alies
‘ v v v Ve v
1 Listwise, 1. Deductive 1. Linear 1. Filter 1 K Fold 1. Cluster Based
2. Pairwise, Imputation, Regression, Method, Validation Anomaly Detection
3. Dropping 2. 2. Random 2. Wrapped 2. Manual 2. SVMBased
Variables Mean/Median/Mode Forest, Method Methods Anomaly Detection
Technigues Imputation,
3. K Nearest| 3. Embedded
3. Random|| Neighbor, Methods
Sampling Imputation, .
4.  Expectation
4. Regressior]] Maximization
Imputation, o
5. Sensitivity
5. Multiple Analysis
Imputation

Data integration is one important technique in ppepssing which combines data from different source
and giving users an integrated view of this datéainly, Data integration is done through two mappebaches,
that are explains in the following fig 3.

Data Integration

/\

Tight Coupling Approach

Y

ETL (Extraction, Transformation

and Loading) Process

Lose Coupling Approach

\ 4

Query Based Process

Fig: 3 Data Integration Techniques

Data reduction techniques can be used to obtaintaa s#d, which are very small in size but yield, the
same analytical results. Data reduction approachiézed to diminish the unnecessary data as wellnagrove
analytical process. Traditional, data reductionrapphes are depicted in fig 4.
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Data Reduction

Data Cube Attrib Dimensionalit Discretizati Concept Numerosity
Aggregation ute Subset y Reduction on Hierarchy Reductions
Selections Generation

1. Statistical and 3. PCA, 7. Top down 9. Binning,
Discretization Histogram

2. Computational 4, Backward Feature and Analysis

Methods Elimination, and
8. Bottom up
> Forward Feature Discretization 10. Clustering
Construction,
6. Discriminant Methods

Figure: 4 Data Reduction Techniques

Data transformation is the process of converts’ data from one format to another format. Data

transformation

includes various

functions

to achiethe perfect format that shown in fig 5.

Data Transformation

m

<

Smoothin

Aggregatio

Attribute Normalization Generalization

Construction

Discretizati

11. Min Max Normalization,

12. Z-Score Normalization and

Figure: 5 Data Transformation Techniques

The above discussed techniques are mostly usetkdmicing the defects in dataset. By applying these

techniques, the process of analytical models @anmproved.
Moreover, the related work on preprocessing inotegiloT-based applications are surveyed and listed

the following table 1.

Table 1: Uses of preprocessing Techniques in loedaspplications

Author Objective Technique Application Domain
Name & Year /Algorithm/Tool / Dataset
DiviyaPra Discuss varioug Eclipse, KinomaJS General loT
bha 2016 [21]| Technology thaf M2MLabs Mainspring,| Environment
used in IoT for| Node-RED, Raspberry Pj,
Data Collection| RFID, QT (Quick
and Data] Response), NFC (Near
processing Field Communication)
BLE (Bluetooth Low
Energy), ZigBee
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Peter Overview Data Machine Learning, IoT Data
2017[22] Mining (DM) the| Deep Learning, Naturgl
Internet of Things| Language
(IoT), Processing(NLP)
Preprocessing,
Predictive
Analytics
Brink2017 Provide Modified  Traditional IMU camera Data
23 solutions to| Kalman Filter, intermittent
[23] Preprocessing SchmidtKalman filter
problems (ISKF), the fixed-
weight partial-update
SchmidtKalman filter
(FPSKF), and the
partial-update ~ Schmidt
Kalman filter (PSKF)
Bhavana Survey & loT, Traditional loT Data
Discussion Database management,
2017[24] Cloud, Sensor Data.
Shobanade Explain Role of MapReduce, Appache Health Care, Homg
vi 2017 [25] Data Mining and| Hadoop, KMeans, Automation, Smart City
Big Data in loT KNN(K nearest
Neighbor),
SVM(Support  Vector
Machine),
Random Forest
Apriori
Akshat Review Data  mining, IloT, IoT Data
2018[26] Knowledge
Discovery in Databases
(KDD), Machine Learning
Pavithra Elaborate Role Streaming  Analytics General loT
2019 [27] of Big Data in 10T| Spatial Analytics, Timeg Environment
to job and Market | Series Analytics
Prescriptive Analysis
Sandip Survey IoT, Radio Frequency Smart application
Identification Data
2019[28] (RFID),Cloud, Machine to
Machine Communication|,
Sensors and Actuators,
Network Connectivity,
Data Mining
Preprocessing.
Alcalde Library Data Stream Librany Streaming Big Data
2019 [29] for Big Data Preprocessing
DPASF
Shivani Comparative Reviewed all papers Real world Data
2019 [30] Study related with Noisy Datsg
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Conclusion

Big data is now rapidly expanding across all dormasuch as education, agriculture, healthcare,
institutions, web mining etc., Learning knowledg®ni this massive data is an interesting task ad a=l
challenging one. Knowledge gaining from large s#tslata brings significant opportunities and tfanmational
potential to different sectors. But, the massiveadaomes with imperfection like noisy, missing \eduetc., this
can lead to decrease in the efficiency and accucdaecision making. So, refinement of data is mg This
work offers the systematic flow of survey on dategrocessing techniques in the area of 10T anetbigronments.
In which, the fundamentals of data preprocessing wavered, and literature reviews that relatedht® data
preprocessing techniques were described. The fitaggin of various pre-processing approaches wethniques
was clearly depicted by the figure. Various appreacbf preprocessing cleaning, transformation, réducand
integration with methods or techniques were illatgtd. Data preprocessing techniques on variouscapioln were

Research frticle

tabulated. Finally, issues and challenges, whidgktdrte be taken attention of in the future, werespnéed.
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