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ABSTRACT 

 
IoT technology is not used appropriately in Agriculture sector, especially in 

irrigation field. The proposed work collects irrigation data by using IoT sensors 

namely humidity, soil moisture, temperature, anemometer and rain sensor. Data is 

collected in mutual test IoT environment which is an IoT environment where the same 

set of sensors are used in different locations of the field to ensure data reliability. 

Mutual test IoT environment is designed to avoid missing values and outliers. But 

noise, sensor errors and irrelevant features are present. The processing time is 

increased and Classifier accuracy is decreased by the presence of noise, sensor errors 

and irrelevant features. Traditional IoT data analytics techniques are not suitable for 

mutual test environments. So there is a need for new preprocessing techniques. 

Jo’s architecture is proposed for the IoT data collected in mutual test 

environment. It includes various phases such as data collection phase, preprocessing 

phase and SVM classifier phase. The pre-processing phase combines the proposed 

three techniques such as Technique for Detection and Removal of Noise in IoT Data 

by using Central Tendency (DaRoN), Technique for hAndling seNsor errOrs in Smart 

irrigation system (TANOS) and Ensemble Filter Based Feature Selection for IoT 

Agriculture Data (MESIA). These techniques enhance classification accuracy of the 

proposed work. 

Collected data have noise in the form of repetitive values, point noise, 

continuous noise, and class noise, attribute noise and collisional values which are not 

handled by the existing techniques. So, DaRoN technique is proposed to remove these 

noise. Generally, noise removal technique follows three stages of processing that is 

robust (detection of any analysis errors to make the data standardized), filtering (using 
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various measures to remove noise) and polishing (Replacing error values). Each stage 

requires separate techniques. But in this proposed work, it combines these three stages 

into a single step by using the timestamp value of sensors and central tendency 

measures. By using timestamp value, robust and filtering are done and after which 

polishing is done by using the central tendency measure. 

Outliers do not directly exist in the proposed environment, but missing values 

are present in the form of sensor errors. Sensor error occurs when the sensor fails to 

collect data. There are various reasons behind sensor errors, such as connection 

failure, power failure and sensor failure. DaRoN technique removes the noise but 

ignores the sensor errors (missing values). Generally missing values are classified into 

three types. They are Missing at Random (MAR), Missing Completely at Random 

(MCAR) and Missing Not at Random (MNAR). Among these, MAR and MCAR are 

not harmful but MNAR is harmful which is handled in the proposed mutual test IoT 

environment. In order to improve classifier accuracy, neighbor value and neighbor 

mean values are used to replace the missing values. Not a Number (NaN) error exists 

in the proposed mutual test IoT environment which is removed by using the neighbor 

value. If the error is found in parent sensor then the mean value of neighbor is used 

for replacement. By doing this replacement, TANOS technique was proposed to 

remove sensor errors. After that, the dataset is fed to the SVM classifier to check the 

accuracy. Finally, the TANOS technique is compared with existing error removal 

techniques and yields high rate of accuracy than others. 

MESIA Technique ensembles the univariate and multivariate filtering by 

using mean and threshold values as supporting factors. Initially, Multivariate filtering 

is performed in MESIA for which mean value is calculated and subsets are selected. 

After selecting the best subset, environment based threshold values are used to 
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perform univariate filtering to eliminate the irrelevant features. Positive (ρ) and 

negative (-ρ) correlations are used in univariate filter which eliminates irrelevant 

features based on environmental conditions. This process enhances the classifier 

accuracy and reduces the machine learning model building time. The proposed 

technique is compared with existing techniques based on the classification accuracy. 

Hence, the proposed technique proves that the accuracy of the classifier is increased 

and the training time are reduced. 
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Chapter – 1 

Introduction 

 
IoT technology is not deployed properly in the agriculture sector, especially in 

the irrigation stage of a crop development. Traditional IoT data analytics techniques 

are not suitable for mutual test environments, which is adopted for avoiding missing 

values. Thus, there is a need for proposing new pre-processing techniques. The 

chapter 1 will be discussing various aspects of Internet of Things (IoT) with its wider 

applications and specific to Agricultural sector. Then, the data pre-processing will be 

briefed, following which basics and fundamentals of machine learning methodologies 

will be given. Then, the necessity of moving to the smart agriculture and its role are 

detailed. 

Finally, the motivation behind the research, problems identified after knowing 

various limitations, scope of doing the research work and projected objectives of the 

aimed work are added. 

 
1.1. INTERNET OF THINGS 

Kevin Ashton defined “Internet of Things (IoT) as the network of physical 

objects or things embedded with electronics, software, sensors and network 

connectivity, which enables these objects to collect and exchange data” [Ash, 09]. 

Many sensing capabilities have been wide opened after the emergence deployment of 

Wireless Sensor Networks (WSN). Thus, many measuring and inferring needs have 

got proliferated and created Internet of Things [Pat, 16]. 
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In all the sectors including agriculture, the count of interconnected devices get 

a hike for measuring / monitoring desired variables. Thus, the deployment of IoT in 

various fields have increased drastically.  

Various functions of IoT could possibly be viewed as benefits. These are: 

• Any category of devices could be interconnected without any constraints 

in its configuration, which vary from one device to another. 

• Any user without any constraint on the count can monitor and maintain 

diversified data collected by all the connected devices. 

• Any paths or networks could be used to facilitate the communication 

between each other. 

• Neither the locations of the device nor user is a constraint, which enables 

easier accessibility of various connected devices. 

 
1.1.1. Evolution of IoT 

The IoT was extensively found deployed in the arena of wireless communication, 

where it evolved till the development of smart cities [Can, 18]. But, now a days, the 

IoT had been started using in the agricultural sector as well owing to the need of 

practically knowing every data involved in it. However, the skills and expertise 

required to keep-up with this evolution of IoT have been a question till now. 

The evolution of IoT was realized in the following areas [Can, 18]: 

• Connectivity 

• Markets and enabling technologies 

• Security 
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1.1.2. IoT Applications 

As [Kot, 18] identified, IoT is deployed in various sectors including but not 

only limited to health care, education, envrionemntal investigation, automobile and 

agriculture, etc. 

 
1.1.3. IoT-based Irrigation System 

As the Agriculture is being regarded as the backbone of the Indian growth and 

development, the steps taken to improvise various processes in the agricultural crop 

cultivations have seen a hike. Especially, to facilitate smoother data transfer in the 

most important phase of irrigation monitoring, IoT-based Irrigation Systems are being 

proposed. 

The need for monitoring systems in the Irrigation phase are as follows: 

• Augmented Weed pressure 

• Surface run-off 

• Nitrogen leaching 

• Unexpected yield losses 

• Occurrence of diseases. 

 
1.2. DATA PREPROCESSING 

Any data which is being processed or transmitted can be improvised further 

well-advance of the actual process to provide better outcomes [Alc, 19]. This process 

is known as Data pre-processing. 

There are many techniques adopted for pre-processing any given data, which 

are as follows: 
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• Data Cleaning 

• Data Integration 

• Data Reduction 

• Data Transformation 

 
1.2.1. Data Cleaning 

IoT data will come from different sources of varying formats and structures, 

thus the need for the data to be pre-processed is higher. This process of processing the 

data to do the following functions are called Data Cleaning. 

• To remove noisy data 

• To handle sensor errors (Missing values) 

• To select the best features from the collected data 

 
1.2.2. Data Integration 

According to [Poi, 21], Data Integration is the process of facilitating the 

availability of data in a single uniform view after collecting those data from varied 

sources. It helps in better accessibility of data in any application including but not 

limited to IoT. Having known its importance, the studies toward the Data Integration 

have started evolving from the works of [Len, 02], however identifying various 

challenges in achieving it has to be done comprehensively [Sto, 18]. 

 
1.2.3. Data Reduction 

According to [Ter, 21], Data reduction is nothing but the process of reducing 

any volume of data to indicate it in a smaller volume. However, the integrity of the 

data should not be compromised. 
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Many works started using many kinds of data reduction techniques like Wavelet 

Transform, Attribute Subset Selection and Principal Component Analysis (PCA), etc. 

Some of those techniques were found including but not limited to [Alq, 19], 

[Bev, 93], [Bev, 03], [Tod, 86]. This reduction of data will be beneficial when dealing 

IoT data too. 

 
1.2.4. Data Transformation 

According to [upG, 21], Data transformation is a method merging the unstructured 

and structured data for the sake of investigating it later. This process was especially 

useful when dealing with data in the cloud environment. 

Improvising the data in the pre-processing stage itself was found to be 

efficient as per many methods including but not limited to [Cal, 17], [Zho, 19] When 

dealing with data from varied sources, these methodologies will be beneficial. 

 
1.3. MACHINE LEARNING 

Machine learning is a subset of Computer Science and Artificial Intelligence 

(AI), that concentrates to achieve the human learnability by the usage of various 

algorithms and data [IBM, 21]. These methodologies were found applied in many 

applications like prediction and classification, etc. 

 
1.3.1. Basic Concepts 

As [Goo, 16] discussed, the Machine learning methods could be categorized 

into the following types based on the experience that it gains via various tasks: 

• Supervised learning 

• Unsupervised learning 
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• Multi-instance learning 

• Semi-Supervised learning 

• Reinforcement learning 

Various tasks would be defined in any machine learning method [Goo, 16] 

and a few among them are listed below. 

• Classification 

• Regression 

• Machine Translation 

• Anomaly detection 

• Imputation of missing values 

• Synthesis and sampling 

• Denoising and many more 

 
1.3.2. Machine Learning for IoT Analytics 

With much efforts taken to improve the ways of applying IoT, the deployment 

of machine learning concepts have started becoming prevalent in the research area. 

[Cui, 18] made a comprehensive study of the Machine Learning for IoT to identify 

various issues pertaining to it. Some of the challenges identified [Cui, 18] were: 

• Unstructured data 

• Constraint of computer resources 

• Practical analysis of data on the net 

Thus, the work started to focus on the practical analysis of the data as found in 

the literature like: [Adi, 20], [Dab, 19]. 
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1.3.3. Machine learning SVM model 

One such method of machine learning known as Support Vector Machine 

(SVM) was proposed for the purposes of classification and regression [Gee, 21]. This 

is a supervised learning methodology, which classifies the data points. 

 
1.4. Smart Agriculture 

Making the traditional agricultural methodology into more intelligent systems 

has become the need of the hour in order to tackle various difficulties in the 

developmental stages of a crop. For instance, monitoring and maintaining the 

irrigation stage has become a necessary process in order to overcome the issues of 

excess water supply and abnormal yield losses. 

 
1.4.1. Role of IoT in Smart agriculture 

 Agricultural Monitoring using IoT has eased the conventional way of agricultural 

monitoring, wherein the practical data can’t be handled. Thus, diversified quantity of 

data shared between the interconnected devices could be efficiently handled with the 

utilization of IoT to securely transmit the data to the recipient with less loss and 

increased accuracy. Also, an environmental friendly agricultural processes were only 

possible with the application of IoT [Pat, 19], [Sha, 16]. 

 
1.5. MOTIVATION 

 Since the quality of data after getting transmitted might be degraded or less 

effective, it becomes necessary to pre-process the data. In particular, when dealing 

with IoT data, various devices might be involved, owing to which the handling of 

heterogeneous data can’t be avoided. Hence, pre-processing of the data becomes 

significant in IoT applications. 
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Furthermore, any method of classification or predicting might not perform 

well when there is unnecessary noise and errors in the input given to it even before the 

feature selection. Thus, it also becomes important to avoid such instances and 

improvised the input to the feature selector to perform classification or predicting 

tasks in a desirable way. 

 
1.6. PROBLEM DEFINITION 

IoT is a predominant technology which makes many applications smarter 

using its features. In the past, gathering data in agriculture environment was a difficult 

task especially in irrigation monitoring systems but IoT removes all those strenuous 

part with the help of sensors. Here, sensors play a vital role in data collection and 

generates enormous data every day. These data contain missing values, noise, outliers, 

and duplicate values. If any one of the above issues present in the collected data, then 

it will reduce the quality of outputs. Data cleaning is one of the important tasks in data 

preprocessing. There are some existing techniques for data cleaning, but the proposed 

environment used mutual test to collect data. So, existing techniques are not suitable 

for handling the collected data. There is a need for new preprocessing techniques to 

remove noisy data, sensor errors and irrelevant features to attain high accuracy rate. 

With the deployment of the IoT in agricultural sector being beneficial mostly, there 

are still some areas of concern, which needs attention. Those concerns are listed 

below. 

• A dynamically changing IoT environment could inevitably develop noisy data 

and sensor errors, which left and attended before processing into the proposed 

irrigation monitoring system might leave us with more inaccuracies. Thus, the 
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assessment of these sensor errors (missing values) and removal of noisy data 

becomes an imperative pre-processing step. 

• Eliminating the missing data and ignoring noisy data lead to incorrect 

analytical results. So, proper handling of the missed data and noisy outputs 

from the sensor is necessary to come up with nearly close results as desired. 

• Furthermore, incorrect accuracies in the features selection cause the Model 

building time to increase, which thereby decrease the accuracy of the model. 

 
1.7. SCOPE AND OBJECTIVES 

The scope and objectives of the proposed work will be discussed below. 

 
1.7.1. Scope 

IoT technology is not deployed properly in the agriculture sector, especially in 

the irrigation stage of a crop development. Traditional IoT data analytics techniques 

are not suitable for mutual test environments, which is adopted for avoiding missing 

values. Thus, there is a need for proposing new pre-processing techniques. 

Furthermore, processing time was found increasing and classifier accuracy 

was found decreasing due to the presence of noise, sensor errors, and irrelevant 

features being selected. As a result, the scope of the research gets narrowed down to 

propose novel pre-processing techniques for redressing all the reported issues. 

 
1.7.2. Aim and Objectives 

The aim of the proposed research work is to propose a IoT data pre-processing 

architecture to clean the noisy data, handle sensor errors efficiently, and to favorably 
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select the best possible features to enhance the accuracy of IoT data analytics. The 

aim could be achieved by the following projected objectives: 

• To propose a Technique that can remove the noise in IoT data for 

improving the classifier accuracy. 

• To propose a Technique for removing all the identified sensor errors in 

IoT data towards the yielding of higher accuracy rate. 

• To propose a Technique for selecting the best features in the collected 

dataset towards the efficient pre-processing of the IoT data. 

 
1.8. ORGANIZATION OF THE THESIS 

This present work documented in the thesis is organized and presented in 

seven different chapters. Summary of each chapter is given below. 

Chapter 1 gives the introduction of IoT along with its evolution and 

applications with reference to IoT-based irrigation system. Then, the pre-processing 

techniques are briefed with its various types. Basics of machine learning method is 

discussed and overview of IoT Analytics and SVM models are given. Smart 

agriculture and the role of IoT are then briefed. Finally, the research motivation, 

problem definition, scope and objectives are presented one by one. 

Chapter 2 discusses various existing methodologies and areas of improvement 

in it with reference to IoT Data Preprocessing Techniques after summarizing the Data 

Mining and Machine learning techniques. 

Chapter 3 explains the proposed Jo’s architecture of pre-processing the data 

with the combined efforts of DaRoN, TANOS, and MESIA techniques along with its 



Chapter 1         Introduction 

 

Data Preprocessing Techniques for IoT Based Irrigation System 11 

background, literature history, need, and objectives, etc. The effectiveness of the 

proposed methodology will then be validated, interpreted and summarized. 

Chapter 4 explains the proposed DaRoN technique to detect and remove noise 

in the collected irrigation data by using Central Tendency. After discussing its 

background, literature history, need and objectives, etc. The effectiveness of this 

proposed methodology will then be validated, interpreted, and summarized. 

Chapter 5 explains the proposed TANOS technique to handle the sensor errors 

in the collected irrigation data by using neighbor values. The background, literature 

history, need and objectives, etc. pertaining to the proposed work are also given. 

Finally, the validation, interpretation, and summarization of the proposed methodology 

will be done. 

Chapter 6 depicts the devised MESIA technique to select features by using the 

ensemble filter. Various aspects like background, objectives, literature history, and 

need of the work are conducted, after which the results are presented. 

Chapter 7 summarizes the features of the proposed Jo’s architecture for 

preprocessing IoT irrigation data by using the three techniques (DaRoN, TANOS, and 

MESIA) and its findings and limitations are presented. Finally, the recommendations 

for the future work are given. 
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Chapter – 2 

Review of Literature 

2.1. INTRODUCTION 

With the immense attention gained towards the IoT systems in various 

applications including Agriculture, Healthcare, Education and many more, challenges 

and limitations in applying those IoT systems keeps on increasing. Also, IoT itself 

being an evolving topic, many researchers have started to take up various methods in 

improvising it in some way or other. One such way was data pre-processing, which 

could sort out the problem of data quality encountered in the IoT system. 

 
2.2. BASIC CONCEPTS AND DEFINITIONS 

The basic concepts and definitions pertaining to IoT and pre-processing 

techniques will be discussed below. 

 
2.2.1. Internet of Things 

Kevin Ashton defined “Internet of Things (IoT) as the network of physical 

objects or things embedded with electronics, software, sensors and network connectivity, 

which enables these objects to collect and exchange data” [Ash,09]. IoT data collection 

is the process of using sensors to track the conditions of physical things. Devices and 

technology connected over the Internet of Things (IoT) could monitor and measure 

data in real time. The data would be transmitted, stored, and be retrieved at any time 

depending upon the need. 

 
2.2.2. IoT Data Preprocessing 

According to [Jan, 21a], Data preprocessing is nothing but the process of 

converting any raw data into a more comprehendible format. This step of pre-processing 
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is also an indispensable step in the data mining since working with raw data is tedious 

or impossible. Thus, the data quality should be verified before implementing any data 

mining or machine learning methods. This quality of data could be verified by the 

following variables: 

• Timeliness 

• Completeness 

• Interpretability 

• Accuracy 

• Believability 

• Consistency 

Not only the implementation of the machine learning or data mining methods 

require data pre-processing, but also the IoT system integrated with the above-

mentioned methods require data pre-processing, as big quantity of data is being 

handled. The chances of uncertainty when dealing with huge data might increase in 

the IoT systems without data pre-processing [San, 18]. Some of the issues which IoT 

data pre-processing aims to redress will be discussed in the following sections. 

(i) IoT data noise handling 

Noise in the collected dataset refers to meaningless information such as 

distorted values, repeated values, error values, and null values, etc., [Jan, 21a]. As 

various industries have already started deploying IoT-based systems, one of the 

important issues like predictive maintenance has become indispensable, which would 

be only possible by the elimination of noises Liu et al., [Liu, 20a]. Without the noise 

removal, anomaly detection would also be impossible in data mining and machine 

learning methods [Liu, 20b] . Thus, IoT implementation would also be limited. 
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For instance, a typical noise eliminating process was adopted by Sulthana 

et al., [Sul, 18] to improvise the heart monitoring system. The work made use of 

modified Circular Leaky Least Mean Square (CLLMS) method to tackle the noise 

issue. Hence, they were able to tackle the noise issue to avoid the humiliation of the 

heart-based signals and higher amplitude rates. Table 2.1 shows the summary of noise 

handling papers. 

Table 2.1: Review on Survey Papers published in Noise Handling 

Citation 
Techniques /Algorithms 

/Methods/ Key words 
Work Domain 

[Hir, 15] Dimensionality reduction, 
Markov Blanket Filtering, 

Information Gain Ranking, 
Unconditional Mixture 
Modelling, Attribute noise, 

Class noise, Error-Weighted 
Uncorrelated Shrunken 

Centroid (EWUSC), Minimum 
Redundancy Maximum Relevance 
(mRMR), Correlation-based 
feature selection 

(CFS), Gradient-based-leave-one-
out gene selection, Leave-one-
out calculation sequential 
forward selection 

(LOOCSFS), Gene Ontology 

Irrelevant and redundant 
features removed using 
dimensionality reduction 
techniques. 

High 
Dimensional 
Micro Array 
Data 

[Nat, 16] Mean, Standard 

Deviation and Skewness, 
Complementary Filter and 
Kalman Filter, Support Vector 
Machine (SVM) 

Proposed filter based 
sensor fusion System to 
monitor user activities 
and remove noisy data. 

Acceleration 
sensors, 
position 
sensors, 

vision 
sensors, 
audio 
sensors, 
temperature 
sensors and 
direction 

sensors data 
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[Ram, 17] Concept drift detectors, 

Sliding windows,  Online 
learners,   and Ensemble 
learners 

 

Survey on preprocessing 
and data reduction 
techniques, noise 
handling techniques and 
empirical analyses on 
existing methods 

Streaming 
Data 

[Sud,18] Noise Types 

1. Gaussian Noise 

2. Poisson Noise 

3. Salt and Pepper Noise 

4. Speckle Noise 

Noise Filter Types 

1. Linear Filter 

2. Min Filter 

3. Max Filter 

4. Median Filter 

5. Wiener Filter 

6. Gaussian Filter 

7. Guided Filter 

8. Block Matching and 3D 
Filtering (BM3D) 

9. Adaptive Fuzzy 
Switching Median Filter 

Summarized the noises 
in digital image 
processing and 
Compared the 
performances of all 
noise filter used in 
digital image processing 

Digital 
image 
processing 

[Wei, 18] Kalman Filter, Z-scoring and 
moving  average filter 

Study on Kalman filter 
performances in 
classification of noisein 
the chemical sensor data. 

Chemical 
Sensor Data 

[Evg, 18] Last Observation Carried 
Forward (LOCF) 

Next Observation Carried 
Backward (NOCB), 
interpolation (linear, 

polynomial, Stineman) and 
moving average (simple, 

weighted, exponential), e 
Structural Model 

& Kalman Smoothing, ARIMA 
State Space 

Representation, Root Mean 
Square Error (RMSE) and 

Study on sensor data 
preprocessing including 
noise handling and 
related techniques are 
discussed. 

Streaming 

sensor data 
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Mean Absolute Percentage 
Error (MAPE) 

[Gup, 19] Filtering, Noise handling 
mechanisms 

Reviewed noisy data 
handling methods and 
evaluated all the 
techniques and methods 
used to handle noise. 

General 
Data 
Analytics 

[Cha, 19]  Peak 

Age of Information (PAoI), 
First Come First Served (FCFS) 

Reducing transmission 
time and increasing 
processing speed in IoT 
environment by using 
noise handling 
Techniques 

IoT Data 

[Mor, 19] IoT, Sensors, Data Collection, 
Smart Applications 

Surveyed all papers 
published related to IoT 
noise handling since 
2015 

IoT Sensors 
Data 

[Teh, 20] Sensor data quality(Fault 
Detection, Isolation, and 
Recovery (FDIR)), Sensor data 
error detection (Principal 
Component Analysis (PCA) 
and Artificial Neural 

Network (ANN)), Sensor 

data error correction 
(Association Rule Mining, K-
Nearest Neighbor (KNN) 
clustering, tensor-based 
singular value decomposition, 
and Probabilistic Matrix 
Factorization (PMF)) 

Detailed Physical sensor 
data collection error and 
error detection and 
correction mechanisms. 

IoT Data 

(ii) Sensor errors (Missing values) handling 

Owing to the increase in the remote processes in many applications like 

agricultural and environmental monitoring, wider variety of sensors have been 

deployed in all machine-machine communications. As the count of the sensors 

increase, the risks of errors steps in. These can’t be avoided in the IoT data handling 

as well, where in the missing value was one among the issues reported when dealing 
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with diverse sensors [Pen, 19]. Not only the data handling gets affected because of 

missing value errors in the sensors, but also the reliability of any monitoring systems 

gets affected [Liu, 20b]. Table 2.2 shows the summary of missing value (sensor error) 

handling papers. 

Table 2.2: Survey papers on missing values handling techniques 

Citation Type 
Algorithm, Technique, 

Keyword, 
Methods 

Area Work 

[Swa, 16] Survey Missing Data Ignoring 
Techniques (List wise 
Deletion (Or Complete 
Case Analysis), Pairwise 
Deletion (PD)), 
Missing Data Imputation 
Techniques(Mean Value 
Imputation Method, Hot 
Deck Imputation(HD):, K-
Nearest Neighbor 
Imputation (KNN):, K-
Means Clustering Method:, 
Fuzzy K-Means Clustering 
Imputation (FKMI):, 
Regression Imputation:, 
Multiple Imputations), 
Missing Data Model-
Based 
Techniques(Maximum 
Likelihood, Expectation-
Maximization (EM) 
Algorithm 

Data 
Mining 

Classified 
missing data 
handling 
techniques. 

[Swe, 17] Survey k-Nearest Neighbor, 
Privacy Protection 
1.Heuristic –Based 
Techniques 
2. Border Approach 
3. Exact Approach 
4. Reconstruction based 
association Rule 
5. Cryptography based 
Techniques 
6. Hybrid technique 
approach, 

Big data Surveyed on 
Data imputation 
and privacy 
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Heuristic- based 
techniques(Data distortion 
method (Uniformly 
distributed noise, Normally 
distributed noise)Data 
blocking method) 

[Kwa, 17] Review Missing Values, Outliers, 
Trimming, Winsorization, 
Robust estimation method, 
Imputation analysis, 
Available case analysis, 
Complete case analysis 

Statistical 
Data 

Review on 
missing values 
and outliers 
handling 

[Pap, 18] Case 
Study 

Single imputation, Multiple 
imputation 
MCAR, MAR, MNAR 

Clinical 
Research 

Classified single 
imputation and 
multiple 
imputation 
techniques. 

 
(iii) Feature selection 

According to Gonzalez-Vidal et al., [Gon, 19], feature selection is a method of 

determining the best possible features among the various data gathered in any applications 

like IoT, Machine learning, and Data mining, etc. Further, the author [Gon, 19] made 

use of a time-dependent energy effective feature selecting methodology for reducing 

the tedious task of selecting the best features towards the deployment of successful 

IoT-based smart city project. Likewise, many similar applications like agriculture and 

health care make use of it as and when needed. 

 
2.3. IoT DATA PREPROCESSING TECHNIQUES 

Whenever the data mining in an IoT application has to be improved, it is only 

possible with various data pre-processing techniques right from the anomaly identification 

to the repetitiveness detection in the data handled [Zho, 19]. 

Variety of application/ system that need the data to be processed in its initial 

stage include: intelligent city, intelligent transport, intelligent agricultural monitoring, 

intelligent medical care, intelligent building, and intelligent environment [Kri, 20 ]. 
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2.3.1. Data Mining Techniques 

Data Mining is the process of acquiring the information from a considered 

dataset to recognize the patterns, useful data and trends in it [Age, 21]. Without the 

initial data quality checks being carried out, the data mining process might be less 

effective irrespective of its range of applications. 

Also, the data mining techniques would get categorized into the following types: 

• Clustering 

• Association 

• Prediction 

• Classification 

• Sequential patterns 

According to Savaliya et al., [Sav, 18], there were two variants available for 

data mining system, which are as follows: 

• Distributed data mining system- The data are processed by transferring to a 

distributed node. 

• Multi-Layered data mining system- The system got divided into four 

layers, namely: data administration layer, information gathering layer, 

event processing layer and data mining service layer. 

 
2.3.2. Machine-Learning Techniques 

Machine learning methods were deployed for the sake of gaining some 

insights from any piece of data [Elb, 21]. Also, most known topics revolving around 

the machine learning techniques include: 



Chapter 2          Review of Literature 

Data Preprocessing Techniques for IoT Based Irrigation System 20 

• Transfer Learning 

• Clustering 

• Ensemble Methods 

• Regression 

• Neural Nets/ Deep Learning 

• Reinforcement Learning 

• Word Embeddings 

• Natural Language Processing (NLP) 

• Dimensionality Reduction 

• Classification 

The most commonly used technique of machine learning was Support Vector 

Machine (SVM). However, it had become thing of the past because of many advanced 

methods adopted in machine learning. 

For instance, A multiple processes aware methodology was proposed by Wang 

et al., [Wan, 20] for successfully predicting the speed of the wind. Data pre-processing 

were done initially to raise the reliability of the prediction mode. Likewise, Kumar et 

al., [Kum, 20] solved the transportation system issue of raising the Quality of Service 

(QoS) by deploying the innovative heuristic simulation optimizing process. 

 
2.4. ANALYTICAL SURVEY OF EXISTING WORKS 

Any literature review with an analytical survey won’t be able to investigate 

how any response variable could be related to any particular explanatory variable or 

variables. For instance, plant diseases identification or managing the irrigation system 

in an agricultural-oriented application that can’t be beneficial unless knowing various 
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factors/ variables involved it. Thus, here is an analytical survey pertaining to the 

various methodologies revolving around IoT and Data Pre-processing. 

Dachyar et al., [Dac, 19] amalgamated the IoT articles published in the period 

between 2006 and 2018. The author addressed the most influential industries of IoT 

applications and listed the tools and methods used for handling such applications. 

Thus, they categorized the IoT application problems into two types, namely: before 

implementing IoT and after implementing IoT. 

Kumar et al., [Kum, 19] delineated the IoT architecture to express the related 

technologies associated with each layer. The author elucidated the major key issues of 

IoT, namely: Security and privacy issues, Interoperability/ Standard issues, Ethics, 

law, regulatory rights, Quality of Service (QoS), Scalability, availability, and reliability. 

The relationship between IoT applications and big data analytics was explicated 

distinctly. 

Andersen et al., [And, 20] delineated the relation between IoT and Big Data 

analytics by discussing the research summary of IoT data analytics. The author 

divided the IoT data analytics into two parts, namely: IoT for data collection and Big 

Data analytics techniques for processing that collected IoT data. 

Su et al., [Su, 19] proposed a feature selection method to select features in 

correlation changing IoT environment. In this method, correlated features were clustered 

to monitor the changes. If any changes were found in the features, then the feature 

was moved to anomaly detection. Otherwise, Multi-Cluster Feature Selection (MCFS) 

was used for feature selection. This method reduced the false-negative value and 

improved the performance by 30 %, but this method is not applicable to the large data 

set. 
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Vandana et al., [Van, 21] presented a Minimal Discriminating Feature Subset 

Selector (DFSS) approach to select the best features in the IoT environment. This 

approach consisted of two parts, namely: feature ranking and selecting feature subset 

based on that rank. COOJA simulator with Constrained Application Protocol (COAP) 

was used for implementing the proposed approach. This approach is not applicable 

when the features have any relation and dependency between each other. 

Mao et al., [Mao, 19] proposed a Multilevel wrapper Feature Subset Selection 

Method (MLFSSM) to select features in a medical data. This method handled the 

complex interaction problem by using features weight in each layer. These weights 

were revised from layer to layer. The topmost weighted layer was used for selecting 

the feature subset. The author used SVM based fivefold validation for 20 times to 

remove the low fitting problem, but there existed an overfitting problem. The 

multilayer processes used in this technique reduce the system speed and increase the 

algorithm complexity. 

Egea et al., [Ege, 17] proposed a smarter IoT-based classifying method for 

quicker correlation feature selection by keeping in mind the environment of industrial 

perspective. They divided the feature space into many equal-sized fragment and 

prioritized the traffic data. 

Radhakrishnan et al., [Rad, 21] proposed a Deep-RNN (Recurrent Neural 

Network) method on the data of Advanced RISC- Reduced Instruction Set Computing 

Machines, also known as ARM. The deep-RNN method took care of the Long Short-

Term Memory (LSTM) to enhance the data processing. This method had three phases 

in it; In phase one, the ARM data was extracted as OpCodes; after that, data was 

converted to vector form; and in the final phase, best subset data was collected based 
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on the vector points. The endorsed drop-out strategy was helpful in removing the over 

fitting problem only on small data sets, but if the data set size is increased, then this 

method suffers from the over fitting problem. Even though the performance was 

increased by the Deep-RNN method, the execution time was higher. 

Mohtashami et al., [Moh, 19] devised a hybrid filter-oriented feature selecting 

methodology to optimize the classification process of microarray datasets. They 

achieved this improvised feature selection by the deployment of the concepts of 

hesitant fuzzy as well as the rough sets. Repeated features were also removed during 

the feature selection method. 

Gopika et al., [Gop, 18] juxtaposed the performance of machine learning 

based dimensionality reduction algorithms, namely Fast Correlation Based Feature 

Selection (FCBF), Fast Correlation Based Feature Selection # (FCBF#) and Fast 

Correlation Based Feature Selection in Pieces (FCFBiP) on IoT data. After dimensionality 

reduction, Correlation-based feature selection (CFS) was used to identify the discrete 

and continuous features. FCFBiP algorithm outperformed FBCF and FBCF# because 

features were split into pieces. These pieces make easier the subset selection process. 

If the features have a negative correlation, this algorithm is not applicable and work 

execution time is increased while working with FBCF algorithm. 

Sundararajan et al., [Sun, 20a] made an effort for identifying the Sarcasm in 

the Twitter portal by using the multiple ruled-based ensemble feature selecting 

methodology. Since the sarcasm don’t always reveal the actual meaning behind 

whenever it was used in social media like Twitter, the identification of it become 

tedious. However, the identification of the Sarcasm was made easier with the 

investigation of emotional state of people. 
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A semantic dependent Interoperability methodology was suggested by [Cim, 20] 

for the Web of Things (WoT) by keeping in mind the Heterogeneous type of IoT 

Ecosystem. The work presented a SPARQL (SPARQL Protocol and RDF Query 

Language) query-oriented phenomenon for creating transparency intermediary to 

every IoT devices, that published heterogeneous type of data. 

Successful traffic forecasting in the base station was done by Du et al., 

[Du, 19] with the deployment of XGBoost-LSTM and enrichment of the features. 

Pre-processing towards the recovery of the missing values were done was an initial 

step and then mining of the tidal characteristic was done with the feature engineering. 

Lin et al., [Lin, 19] proposed an IoT-based malfunction identification and 

calibrating phenomenon-based solution known as the Sensor Talk. The aging sensors 

were successfully identified by this proposed methodology in order to prevent it from 

any potential malfunction. They devised both the simulation and analytical models to 

identify the malfunction well in advance by choosing the identification delay. 

Medapati et al., [Med, 20] proposed an improvised adaboost-based Large 

Memory Storage and Retrieval Neural Network (LAMSTAR) in the application of 

IoT to successfully recognize the face for enabling the intelligent cities. This work 

was proposed to tackle the safety related concerns that could take place in any city. 

An algorithm of Perona-Malik diffusion was applied initially to the IoT device 

captured images and then the geometric model was created for that image to extract 

the features of the face effectively with the help of Fisher linear discriminant investigation. 

Farahani et al., [Fah, 20] developed a collaborative intelligent machine learning 

system for medical care application by the distribution of intelligence across the 

layers of device, cloud, and fog/ edge. This system aided any medical professionals to 
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continuously track various data subjects irrespective of time and place with practical 

insights.  

A wearable sensor dependent IoT methodology was devised by [Hui, 20] to 

aid the sportsmen in tracking various data pertaining to their health so that early 

curing of the sportsmen could be achieved. Since the early curing was facilitated by 

this method, the players who have faced a medium to critical survey too could return 

to the playing phase from their rest phase. 

IoT is a predominant technology which makes many applications smarter 

using its benefits. In the past, gathering data in various applications including agriculture 

environment was a difficult task especially in irrigation monitoring systems, but IoT 

had started removing all those strenuous part with the help of sensors. However, data 

of the sensors contain missing values, noise, outliers and duplicate values. If any one 

of the above issues is present in the collected data, then it will reduce the quality of 

outputs. Thus, the future methods should include irrigation data, by using IoT sensors, 

namely: humidity, soil moisture, temperature, anemometer and rain sensor. Also, data 

should be collected in mutual test environment to avoid missing values and outliers. 

 
2.5. ISSUES AND CHALLENGES 

There are many issues in implementing and using IoT-based systems. This 

happens not only in one specific area, but happens with any applications like agriculture, 

smart city, traffic, and health care, etc. Some of the issues identified in the earlier 

literature are as follows: 

• Interoperability issues were compressively reviewed by [Nou, 19] to show 

its importance in IoT. 



Chapter 2          Review of Literature 

Data Preprocessing Techniques for IoT Based Irrigation System 26 

• Sinha et al., [Sin, 22] through their comprehensive investigation identified 

many issues like standardization of IoT, Regulatory problems, Data 

unreliability, and several market issues, etc. 

• Various challenges in intelligent farming IoT application specific protocols 

were summarized by [Gla, 20] 

• Farooq et al., [Far, 20b] reviewed various challenges like security issues, 

lack of expertise in technologies, expensive cost, Unreliability, scalability 

issues and interoperability issues, etc. 

• Nizetic et al., [Niz, 20] made a detailed review of challenges and scope for 

improvements in various IoT-based applications including intelligent city, 

energy maintenance, Food domain, Asset management, and waste 

management, etc. 

• Issues in a finance aware system for Io-based implementation were 

discussed by Ruan et al., [Rua, 19] 

• Issues pertaining to the farming in arable lands were discussed by Villa-

Henriksen et al., [Vil, 20] 

• Sensor errors/ outliers/ missing values were studied and interpreted by 

works of Li et al., [Li, 20], Teh et al., [Teh, 20], Guillen-Navarro et al., 

[Gui, 21], Tkachenko et al., [Tka, 21] and 

Thus, the future researchers have to aim for proposing an IoT data 

pre-processing architecture to clean the noisy data; to handle sensor errors; and to 

select the best features to enhance the accuracy of IoT data analytics. 
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2.6. CHAPTER SUMMARY 

This chapter had discussed various works found in the literature pertaining to 

the IoT, data pre-processing techniques, machine learning techniques and various 

challenges along with the briefing of the involved basic concepts was given. A 

detailed analytical survey was also done to realize the phenomenon on which they 

were proposed and implemented. 
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Chapter – 3 

Jo’s Architecture for IoT Data Preprocessing 

 
3.1. INTRODUCTION 

IoT data collection is the process of using sensors to track the conditions of 

physical things. Devices are connected over the Internet and it can monitor and 

measure data in real time [Kun, 21], [Bor, 14]. The data are transmitted, stored, and 

can be retrieved at any time. There exists a blind spot problem in traditional IoT 

applications [Far, 20a], which is shown in figure 3.1.  Figure 3.1 shows the methods 

of collecting data from different locations and the problems which arise in it. Every 

sensor has a limited sensitivity range. Data collected beyond the sensitivity range 

leads to the malfunction of IoT applications. For example, in smart agriculture, the 

collected data are applied to the entire agricultural field. In some cases, data are not 

common in all fields. Lets consider, If a temperature sensor used in an irrigation field 

shows the value 20 °C if it is applied to the entire field, but the actual value in the 

blind spot area (non-sensitivity area) is 40 °C. Then this data is not reliable. If an IoT 

application uses these kinds of data, the application is not suitable for real-time. The 

low-quality sensor is also one of the reasons for the blind spot problem. 

Data are collected under a mutual test environment [Yib, 19] to avoid the data 

reliability (blind spot) problem and to make the application efficient in real-time. The 

mutual test environment is an IoT environment where the same set of sensors are used 

in different locations of the field to ensure data reliability. 
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Figure 3.1: Data collection in different locations 
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 In a multi-test IoT environment, it uses different types of sensors. They are 

placed in different places of a field for the same purpose. Figure 3.2 shows the 

example of the data collection under mutual and multi-test environments. 

 

Table 3.1: Comparison IoT data collection methods 

Type of IoT 
Environment 

Traditional Mutual Test Multi-test 

Data Quality Low Medium High 

Classifier 
accuracy 

Normal High Very high 

Cost Less Average Expensive 

Problem Huge noise, missing 
values and outliers 

Less noise, Partially 
eliminates missing 
values and outliers 
are eliminated. 

Sensor collision 
problem. Parent sensor 
identification is difficult 

Techniques Traditional data 
mining techniques 

Customized Data 
mining technique 

Customized Data 
mining technique 

Data Size Small Large Large 

Processing Near real time Real time Real time 

 

Mutual Test Environment Multi-Test Environment  

Figure 3.2: Mutual Test and Multi Test 
Environments Environment 



Chapter 3           Jo’s Architecture for IoT Data Preprocessing 

Data Preprocessing Techniques for IoT Based Irrigation System 31 

In a mutual test IoT environment, the same type of temperature sensor is used 

in different places of the field, whereas in a multi-test environment different types of 

temperature sensors are used in different places of the field. Comparison between IoT 

data collection methods is discussed in Table 3.1. 

The mutual test environment is selected at a low cost while comparing with 

the multi-test environment. In this proposed work, Data collection is based on mutual 

test environment. That is the same set of sensors are used in the same field for data 

collection [Thi, 21]. This partially eliminates the missing values and the outlier problem 

in the IoT environment. IoT technology removes the barriers in traditional data 

collection [Liu, 21a]. But, IoT data is collected from different sources with varying 

formats and structures. A dynamically changing IoT environment inevitably develops 

noisy data and sensor errors problems [Ana, 21]. Traditional IoT data collection problems, 

namely missing values and outliers are avoided in a mutual test environment. The 

collected mutual test IoT data have noise in the form of repetitive values, point noise, 

continuous noise, attribute noise, class noise and collisional values, and also Not a 

Number (NaN) sensor data error exists in the collected data [Wat, 21]. The estimation 

of sensor errors (missing values) and removal of noisy data has become an imperative 

pre-processing step [Jan, 21b]. The collected data need to be pre-processed to remove 

noisy data, to handle sensor errors (Missing values) and to select the best features 

from the collected data. Eliminating the missing data and ignoring noisy data lead to 

erroneous analytical results. Model building time is increased and accuracy is 

decreased by irrelevant features. 
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3.2. BACKGROUND STUDY 

3.2.1. Pre-processing techniques 

Preprocessing is an important phase, in data analytics [Afs, 21]. The quality of 

the decision-making system directly relies on the preprocessing process. Many data 

science researchers addressed that, Preprocessing is the least enjoyable part of their 

research [Gil, 16]. There are four steps in data preprocessing namely data cleaning, 

data reduction, data integration, and data transformation. Data cleaning is the process 

of making the collected data error and noise-free [Rod, 21]. There are four steps in 

data preprocessing namely data cleaning, data reduction, data integration, and data 

transformation. Data cleaning is the process of making the collected data error and 

noise-free. Data integration is the process of merging data from heterogeneous 

sources [Ahm, 22]. Data reduction is the process of optimizing the amount of storage 

consumed [Abd, 21]. Data transformation is the process of converting the data into a 

common format [Yu, 21]. This research is done on data cleaning. There are two steps 

in data cleaning namely handling missing values and noisy data removal. Traditional 

preprocessing techniques are not capable of handling mutual test data. So, these 

methods have to be customized to handle mutual test data. Preprocessing steps are 

shown in figure 3.3. The highlighted techniques are carried out in the proposed 

research work. 



Chapter 3           Jo’s Architecture for IoT Data Preprocessing 

Data Preprocessing Techniques for IoT Based Irrigation System 33 

Preprocessing Techniques 

Data Cleaning Data Integration Data Transformation Data Reduction 

Missing Values 
  

Noisy Removal 
  

Deletion 
Method 

  

Imputation 
Technique
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Predictive & 
statistical 
Models 

1 .List-wise 

2. Pairwise 

3. Dropping 

Variables 

Techniques 

1. Deductive 

Imputation 

2. Mean 

/Median /Mode 

Imputation  

3. Random 

Sampling 

Imputation 

4. Regression 

Imputation 

5. Multiple 

Imputation 

1. Linear 

Regression 

2. Random 

Forest 

3. K Nearest 

Neighbor 

4. Expectation 

Maximization 

5. Sensitivity 

Analysis 

Feature 
Selection or 
Elimination 

Noise in 
Record 

  

Anomalies 
detection 

  

1. Filter 

Method 

2. Wrapper 

Method 

3. Embedded 

Methods 
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Methods  
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Based 
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2. SVM-Based 

Anomaly 

Detection 

Figure 3.3: Preprocessing Techniques 
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3.3. RELATED WORK 

Yi et al., [Yi, 19] recommended a solution called Sensor Talk to automatically 

detect potential sensor failures and calibrate the aging sensors semi-automatically. 

The author suggested two new data collection methods, namely, mutual test and multi 

test to avoid difficulties in data collection. A mutual test environment uses the same 

set of sensors in different locations whereas, a multi-test environment uses different 

set of sensors to collect data. Sensor Talk used multiple mutual tests to identify the 

failed sensor and actuator. Error detection delay was increased while reading sensors 

and actuators at the same time. Sensor Talk achieved a 0.7% false detection probability 

of sensor errors. 

 
3.4. NEED FOR THE RESEARCH 

IoT technology is facing more number of hurdles in the Agriculture sector, 

especially in the irrigation sector. Because of the data quality, many IoT based 

agricultural applications fail in real time. The proposed Jo’s architecture collects 

irrigation data, by using IoT sensors namely humidity, soil moisture, temperature, 

anemometer and rain sensor. Data is collected in the mutual test environment to avoid 

missing values and outliers. But, there exists noise, sensor errors and irrelevant 

features. The table 3.2 shows the types of noises that exist in the collected data. For 

example, while comparing mutual test IoT environment and traditional IoT environment, 

repetitive values are not a big threat to traditional IoT applications, but repetitive 

values are a big threat in the mutual test environment. The reason behind this noise is, 

mutual test environments deals with maximum number of sensors while compared to 

traditional IoT environments. So, the Traditional data mining techniques have to be 
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customized. These types of noises are not handled by the traditional data mining 

methods as these noises are not present in traditional IoT applications. Traditional IoT 

data analytics techniques are not suitable for mutual test environments. So, there is a 

need for new preprocessing techniques because the processing time is increased and 

Classifier accuracy is decreased by the presence of noise, sensor errors and irrelevant 

features. Table 3.2 shows the details of collected data. 

Table 3.2: Dataset Description 

Type Total 

Total Data (Rows) 3,19,520 

Noise 21,393 

Point Noise Continuous Noise 13,856 7,537 

Repetitive Collision Null 16,596 2,653 1,548 

Sensor Errors 596 

Features (Columns) 32 
 
3.5. AIM AND OBJECTIVES 

3.5.1. Aim 

The proposed research work aims to propose an IoT data pre-processing 

architecture to clean the noisy data, to handle sensor errors and to select the best 

features to enhance the accuracy of IoT data analytics. 

3.5.2. Objectives 

• To propose DaRoN Technique to remove the noise in IoT data to improve the 

classifier accuracy. 

• To propose TANOS Technique to remove the sensor errors in IoT data to 

attain a high accuracy rate. 

• To propose MESIA Technique to select the best features in the collected dataset 

for pre-processing IoT data efficiently. 
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3.6. METHODOLOGY DIAGRAM 

Jo's architecture consists of three phases, namely, the data collection phase, 

preprocessing phase and classifier phase. 

3.6.1. Data Collection Phase 

The data collection phase is the initial phase, which deals with data collection. 

Irrigation data were collected under a mutual test IoT environment by using five 

sensors: temperature sensor, soil moisture sensor, anemometer sensor (wind speed 

sensor), humidity sensor and rain sensor. Five sets of these sensors were placed in five 

different locations in the field. The mutual test environment has two types of sensors: 

parent and child sensors. The parent sensor is well placed and it has a low noise and 

error rate. Child sensors are supported sensors to the parent sensor for data collection. 

The parent sensor is placed in the center of the location and child sensors are placed in 

4 corners of the field. This mutual test data collection process eliminates the blind 

spot problem in the data collection and makes the application suitable for real-time. 

Details of sensors are shown in table 3.3. 

Table 3.3: Sensor Details 

Sensor Name Elements Parent Child Unit 

Temperature (T) T = {t1, t2, t3, t4, t5} t 5 t1, t2, t3, t4 °C 

Soil Moisture (S) S = {s1, s2, s3, s4, s5} s5 s1, s2, s3, s4 % Percentage 

Rain (R) R = {r1, r2, r3, r4 r5} r 5 r1, r2, r3, r4 Sensitivity Value 

Humidity (H) H = {h1, h2, h3, h4, h5} h5 h1,h2, h3, h4 g.kg-1 

Anemometer 
(Wind Speed) (W) 

W = {w1, w2, w3, w4, w5} 

 

w5 w1, w2, w3, w4, FPM 

*FPM = Feet Per Minute 
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Sensor sets are defined as follows, 

T = {t1, t2, t3, t4, t5} � Temperature Sensor Values 

S = {s1, s2, s3, s4, s5} � Soil Moisture Sensor Values 

H = {h1, h2, h3, h4, h5} � Humidity Sensor Values 

R = {r1, r2, r3, r4 r5} � Rain Sensor Values 

W = {w1, w2, w3, w4, w5} � Anemometer Sensor Values 

Therefore, L can be written as L = {T, S, H, R, W} 

Location sets are defined as follows, 

L1 = {t1, s1, h1, r1, w1} � Child Sensor Values 

L2 = {t2, s2, h2, r2, w2} � Child Sensor Values 

L3 = {t3, s3, h3, r3, w3} � Child Sensor Values 

L4 = {t4, s4, h4, r4, w4} � Child Sensor Values 

L5 = {t5, s5, h5, r5, w5} � Parent Sensor Values 

Therefore, L can be written as L = {L1, L2, L3, L4, L5} 

This type of data collection increases the data quality while comparing it with 

traditional data collection. Mutual test data collection partially eliminates missing 

values and outliers. But there exist few problems like sensor errors, repetitive values, 

null values, etc. Sensor sets and sensor set positions in various locations are shown in 

figure 3.4 and figure 3.5. In figure 3.4, parent sensor is placed in the center of the field 

and it has a wide sensitivity range but it has some blind spots. The child sensors are 

placed in four corners and it removes the blind spots of the parent sensor. So, both 

child and parent sensors are reliant on each other. 
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Figure 3.5: Sensor sets in various locations 

Detailed descriptions of parent and child sensors are listed in table 3.4. 

Figure 3.4: Data collection in the proposed Jo’s architecture 

L1 L
2
 

L
5
 

L
3
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4
 

Parent Sensors 

Child Sensors 

Sensors sets placed in location L1, L2, L3, L4, L5 

Child Sensors 
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Table 3.4: Parent and Child Sensor details 

Details Parent Child 

Role Master Slave 

Position Well placed in the center Placed in corners 

Sensitivity range Maximum Minimum 

Maximum No. of Sensors Only One parent Child = n 

Work Done Collect data without 
outlier and missing values 

Collect data where the 
parent has a blind spot. 

Selection Most of the time parent 
sensor value is selected 

Child sensors mean/ 
median/ mode values are 
selected when the parent 
has noise or sensor errors. 

Data quality High Medium 

Sensor errors Low High 

Outliers None None 

Data Size Low dimension High Dimension 

Replacement value Parent value or mean/ 
mode/ median values 
which are near to the 
parent are selected. 

Parent value or mean/ 
median/ mode value of all 
sensors are selected in case 
of parent sensor has an 
error. 

 
3.6.2. Preprocessing Phase 

The proposed preprocessing phase consists of three techniques: 

(i) A Technique for Detection and Removal of Noise in IoT Data by using 

Central Tendency (DaRoN) 

(ii)  Technique for hAndling sensor errOrs in Smart irrigation system 

(TANOS) 

(iii)  enseMble filtEr-based feature Selection for IoT Agriculture Data (MESIA) 

Detailed descriptions of DaRoN, TANOS, and MESIA are discussed in 

Chapters 4, 5, 6. 
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a. A Technique for Detection and Removal of Noise in IoT Data by using Central 

Tendency (DaRoN) 

In this proposed work, data is collected in the IoT irrigation environment 

under the mutual test category. So there exists noise in the form of repetitive values, 

point noise, continuous noise, class noise, attribute noise and collision values which 

are not handled by the existing techniques. Generally, the noise removal technique 

follows three stages of data processing: robust (detection of any analysis errors to 

make the data standardized), filtering (using various measures to remove noise) and 

polishing (Replacing error values). Each stage requires separate techniques. So, the 

proposed DaRoN technique, combines these three stages into a single step by using 

the timestamp value of sensors and central tendency measures. By using timestamp 

value, robust and filtering are done and after that polishing is done by using the 

central tendency measure. Best values are selected in a central tendency for polishing. 

Here, the best value is selected by the comparison with the reference sensor (Parent 

sensor) value. 

In the mutual test environment, a sensor that is placed perfectly in a good 

position and has less possibility of noise, missing values and outliers are called 

reference sensors and others are called child sensors. DaRoN compares the central 

tendency value with the reference sensor value out of which the nearest value to the 

reference sensor value is selected for polishing. In the case of a sensor, errors are 

present in reference sensor value or child sensor value than that particular attribute is 

ignored. Sensor errors will be handled in the TANOS technique, after removing noise 

from the collected data. 
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b. Technique for hAndling sensor errOrs in Smart irrigation system (TANOS) 

Outliers do not directly exist in the proposed environment, but missing values 

are present in the form of sensor errors. Sensor error occurs when the sensor fails to 

collect data. There are various reasons behind sensor errors such as, connection 

failure, power failure and sensor failure. The DaRoN technique removes the noise but 

ignores the sensor errors because error handling is easy when the dataset is balanced. 

If a data set has an equal number of elements in target classes, it is called a balanced 

dataset otherwise, it is called as imbalanced. After the DaRoN technique is applied in 

the collected dataset it is balanced. The missing value is categorized based on the 

position of attributes, which means all missing values are not harmful. The position of 

the missing values plays a vital role in categorization. Generally, missing values are 

classified into three types. They are Missing at Random (MAR), Missing Completely 

at Random (MCAR) and Missing Not at Random (MNAR). Among these, MAR and 

MCAR are not harmful but, MNAR is harmful which is handled in the proposed 

environment. Deletion is the best method for the removal of MAR and MCAR. To 

improve classifier accuracy, neighbor value and neighbor mean values are used to 

replace the missing values. Not a Number (NaN) error exists in the proposed 

environment which is removed by using neighbor value. If the error is found in the 

central sensor, the mean value of neighbor is used for replacement. By doing this 

replacement, the TANOS technique removes sensor errors. Sensor error is removed 

from the data set and is fed to the Support Vector Machine (SVM) classifier to check 

the accuracy. Finally, the TANOS technique is compared with existing error removal 

techniques and yields high rate of accuracy than others. 
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c. enseMble filtEr-based feature Selection for IoT Agriculture Data (MESIA)  

MESIA Technique ensembles the univariate and multivariate filter methods by 

using mean and threshold values as supporting factors.  Generally, the filter method 

requires additional support to identify the variable dependency. So, mean and 

threshold values are used in MESIA. Initially, Multivariate filtering is performed in 

MESIA for which mean value is calculated and subsets are selected. After selecting 

the best subset, environmental based threshold values are used to perform univariate 

filtering to eliminate the irrelevant features. Positive (ρ) and negative (-ρ) correlations 

are calculated in the univariate filter which eliminates irrelevant features based on 

environmental conditions. By using these 5 subset features, 5 different sensors are 

combined into one. This process enhances the classifier accuracy and reduces the 

machine learning model building time. The proposed technique is compared with 

existing techniques and is applied to the classifier to check the accuracy. The 

proposed technique proves that the accuracy of the classifier and the training time is 

reduced by using mean and threshold values. 

 
3.7. WORKING OF Jo’s ARCHITECTURE 

Jo's architecture is proposed for the IoT data collected in a mutual test 

environment. The Architecture includes various phases such as the data collection 

phase, preprocessing phase and SVM classifier phase. The pre-processing phase 

combines the proposed three techniques such as Technique for Detection and 

Removal of Noise in IoT Data by using Central Tendency (DaRoN), Technique for 

hAndling sensor errOrs in Smart irrigation system (TANOS) and EnseMble FiltEr 

Based Feature Selection for IoT Agriculture Data (MESIA ). Jo's architecture utilizes 
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these three techniques to provide Noise and Error free dataset for the analytical 

model. The DaRoN technique can be used for removing all types of noises in an IoT 

irrigation environment which comes under the mutual test category. If there are sensor 

errors (missing values), which is ignored by the DaRoN technique then the TANOS 

technique handles the sensor errors by using neighbor values replacement based on 

the error position. MESIA technique is used for selecting the appropriate features for 

building a machine learning model. Jo's architecture is shown in figure 3.6 and Figure 

3.7 shows the real time data collection scenario. 

 

 
Figure 3.6: Proposed Jo’s Architect 
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Figure 3.7: Data Collection Scenario 

Table 3.5 shows the sensors used in the Jo’s architecture. Figure 3.8 shows the 

sensor used for data collection. Table 3.6 shows the system requirements used for Jo’s 

architecture. 

Table 3.5: Sensors used in Jo’s architecture 

Sensor Name Model Number 

Humidity sensor DHT11 

Soil Moisture Sensor RC-A-4079 

Rain Sensor Y2-LLZY-30GH 

Temperature sensor LM35 

Anemometer WS102 

Bluetooth Module HC-05 
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Table 3.6: Configuration of the system 

Type Specification 

Processor i7-7500U 

CPU 2.70GHz 

Random Access Memory 
(RAM) 

12GB 

Programming Language Python with NumPy, Pandas, and Tensor Flow Libraries 

Arduino Uno ATmega328P – 8 bit AVR family microcontroller (5 Nos.) 

Humidity Sensor DHT11 (5Nos.) 

Soil Moisture Sensor RC-A-4079 (5Nos.) 

Rain Sensor Y2-LLZY-30GH (5Nos.) 

Temperature sensor LM35(5Nos.) 

Anemometer WS102 (5Nos.) 

Bluetooth Module HC-05 (5Nos.) 

 

 

Figure 3.8: Sensors used for Data collection 
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3.7.1. Procedure for Jo’s Architecture 

(i) Procedure of DaRoN Technique 

Step 1: Time stamp value is used to remove the continuous noise and 

repetitive values. 

Step 2: Point noise and Error value removal using central tendency. 

Step 3: Null value Removal using central tendency. 

(ii) Procedure of TANOS Technique 

Step 1: Assigning the neighbor for each sensor. 

Step 2: Child sensor error removal by using neighbor value or parent value. 

Step 3: Parent sensor error Removal by using the mean value of child sensors. 

(iii) Procedure of MESIA Technique 

Step 1: Multivariate Filtering is done by using central tendency. 

Step 2: Univariate filtering is done by using seasonal based threshold values 

Step 2.1: Condition for the rainy season. 

Step 2.2: Condition for Cold Season. 

Step 2.3: Condition for Hot Season 

Step 2.4: Condition for Strom Season 

Step 2.5: Condition for Cloud mask Season 

 
3.8. CHAPTER SUMMARY 

This chapter discussed the proposed architecture for IoT-based smart irrigation 

system. The proposed architecture aims to clean the collected IoT sensor data. As the 

collected dataset has many defects such as noise, sensor errors, outliers etc., it is not 

suitable for decision making. The proposed Jo’s architecture contained three prominent 
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phases, namely data collection phase, preprocessing phase and classification phase. In 

which the mutual test environment is developed for data collection. The data is 

collected from various agricultural related sensors from different locations for 

irrigation. 25 sensors are placed in five different locations for this purpose.  After data 

collection, the preprocessing phase is enabled. In this phase, three different techniques 

are proposed to clean the data. They are Detection and Removal of Noise in IoT Data 

by using Central Tendency (DaRoN), Technique for hAndling seNsor errOrs in 

Smart irrigation system (TANOS) and enseMble filtEr-based feature Selection for 

IoT Agriculture Data (MESIA) . DaRoN is proposed to detect and remove the noise in 

the collected sensor data, TANOS is proposed for handling the sensor errors in the 

collected set and MESIA technique is proposed for selecting the relevant features for 

decision making during various seasons like rainy season, cold season, summer, etc. 

Eventually, all these three techniques are combined under Jo's Architecture which 

selects the appropriate technique according to the data cleaning problem. The third 

phase of Jo’s architecture is classification. The preprocessed data is given to this 

phase and SVM classifier is utilized. Based on the classification results, the decision 

is made.  All the proposed three preprocessing techniques are evaluated in terms of 

accuracy, precision, recall and F1 score using the confusion matrix and result in a 

high accuracy rate. Hence, Jo's architecture handled the mutual test IoT data perfectly 

and improved the classification accuracy.  
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Chapter – 4 

DaRoN: A Technique for Detection and Removal 
of Noise in IoT Data By Using Central Tendency 

 
 
4.1. INTRODUCTION 

IoT is the supreme technology for data collection. In this DaRoN technique, 

data are collected using IoT sensors under mutual and multi-test environments. A 

mutual test environment has the same set of sensors used in the same field for data 

collection whereas a multi-test environment has a different set of sensors [Zho, 19]. 

Traditional data collection problems are avoided by using a mutual and a multi-test 

environment, but there arises new problems like noise and sensor errors. Sensor errors 

are caused by device failures, interrupted connection etc. For example, Not a Number 

(NaN) error is a type of sensor error caused by interrupted connection. Noisy data are 

meaningless or useless. Noisy data need to be preprocessed before processing [Ass, 17]. 

Because, noisy data cause two major problems in data analytics. One is an increase in 

model training time and the other is unreliability in classification and prediction 

accuracy. Noise in data makes the process of extracting meaningful information a 

tedious one. So, a novel technique DaRoN is proposed for noise detection and 

removal of the data collected from IoT sensors under mutual test and multi test 

environments. 

 
4.1.1. Categories of Noise 

In the collected data, many forms of noise can be present like repetitive 

values, null values, error values, missing values, outliers, sensor errors etc. Noisy data 

can be categorized based on two aspects [Mor, 19] . One is based on the position of 
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the noisy data and another is based on the type of noise present in the data. Position 

based noisy data can be further classified as class noise and attribute noise. Type 

based noisy data can be classified as point and continuous noise. The categorization of 

the noisy data is depicted in figure 4.1. 

a. Class Noise 

Class noise is a type of noise that occurs when noise is present in the class 

label. Class noise removal is a tedious task for all data analysts because these noises 

cause ambiguity whether all instances of a class are properly classified under the 

appropriate class label or not [Zho, 19]. There are two types of class noise such as 

Contradictory instances and Mislabeled instances. Contradictory instances are said to 

occur when the same attribute value appears in different class labels. For example, 

temperature sensor 1 and humidity Sensor 1 are defined as t1 and h1 respectively. The 

class label is positive for attributes such as temperature (t1) = 35, humidity (h1) = 40 

Noise 

Position 

Class Noise Attribute Noise 

Type 

Point Noise Continuous Noise 

Figure 4.1: Categories of Noisy Data 

1. Contradictory 
instances 
2. Mislabeled 
instances 

1. Erroneous 
value 

2. Missing values 
3. Incomplete 

Value 
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and the class label is negative for one instance and positive for another instance. Then 

it is called as contradictory instance. 

The mislabeled instance is said to occur when attribute values are misplaced 

under the wrong class label. This error is common in data analytics. For example, the 

class label is positive for attributes such as temperature (t1) = 18, humidity (h1) = 32 

and the class label is positive for t1= 38 and h1 = 59 that is the same attributes with 

different values. 

 
b. Attribute Noise 

Attribute noise occurs when noise exists in the attribute value. Attribute noise 

is classified into three types namely erroneous value, missing value and incomplete 

value [Gar, 18]. Comparing with class noise, attribute noise is more harmful because, 

as it directly affects the prediction results. Erroneous values are stored rather than the 

measured sensor value or actual value. For example, the actual measured temperature 

sensor value (t1) 40º C may be wrongly stored as 20 º C. If the decision is made based 

on the stored wrongly data, then the classifier accuracy will not be reliable. Missing 

Values occur when data collection is interrupted due to poor network connection or 

power failure or environmental issues like earthquakes, storms etc., In these cases, 

there is a possibility of data loss and without preprocessing these data, one cannot 

proceed further with the analysis. 

For example, consider a smart agricultural environment. If the humidity sensor 

data (h1) is only available for 2 hours for a day then no decision can be taken and it 

may lead to ambiguity. Generally, it is better to handle missing values after cleaning 

class noise and attribute noise. Incomplete value means completeness of data is not 
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available. For example, in smart irrigation, decisions will be taken based on the 

combination of two or three sensor data (soil moisture (s1) and humidity sensor (h1) 

data). In this case, if anyone sensor data is not available then the decision making 

process is affected. Because of this reason, attribute noise is considered more harmful 

than others. Types of noise are shown in table 4.1 with examples. 

Table 4.1: Types of Noise 

Temperature 
sensor Value 

(t1) (
oC) 

Humidity 
sensor value 

(h1) (g.kg-1) 

Target Class Types of Noise 

35 40 Wet (Positive) 

35 40 Dry (Negative) 

Contradictory instances 

18 32 Wet (Positive) 

38 59 Wet (Positive) 

Mislabled instances 

15 23 Wet (Positive) 

95 145 Dry (Negative) 

Erroneous value 

 

 23 Dry (Negative) Missing values 

18 0.00 Wet (Positive) Incomplete Value 

*Noisy data are highlighted in table 

 
c. Point Noise  

The Point noise arises when there are sudden deviations in data points, this can 

be easily identified [Pet, 17]. 

 
d. Continuous Noise 

 Continuous noise occurs when there is a gradual rise in the data points and the 

deviation is difficult to be identified [Jam, 19] [Asi, 18]. Pictorial representation of 

point noise and continuous noise is depicted in figure 4.2. 
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4.2. BACKGROUND STUDY 

4.2.1. Noise removal techniques 

Noise removal techniques [Liu, 20a] are classified into three types. They are: 

feature selection methods, techniques to remove noise in records and anomalies based 

methods. Feature selection methods [San, 18] are used to select and eliminate features 

from the collected data. Generally feature selection methods are best for removing 

noise in columns. Feature selection methods are classified into three types which are 

filter method, wrapper method and embedded method.  The popular method used for 

noise removal in records is the K fold validation [Cho, 01] and manual validation. K 

fold validation is not suitable for streaming data (IoT data) and large data. Manual 

methods are used for special datasets such as mutual test data (Collected data 

environment). This method adapts various techniques to remove noise which is 

suitable for the collected data set. Anomaly detection is used to identify the deviated 

data from the collected data [Lan, 17]. So this method is suitable for outlier detection 

and removal. Here, Data is collected in a mutual test environment. So, traditional 

noise removal method does not apply to other environments. Noise removal 

techniques are depicted in figure 4.3. 

Figure: 4.2: Types of Noise Data 
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4.2.2. Working with noise removal techniques 

All noise removal techniques undergo three stages. They are: robust, filtering and 

polishing. Robust is used to remove errors and make the data standardized. Filtering is 

used to remove noise or to select noiseless data. Polishing is used to replace the error 

values. These three stages require separate techniques for the processing which leads 

to an increase in time and reduces the accuracy of the model. 

 
4.3. RELATED WORKS 

Garcia et al., [Gar, 16] proposed a method to improve the accuracy of the 

noise removal method. Meta Learner (MTL) was used for removing redundant data 

and irrelevant data. Meta features were used for creating new features from the 

corrupted features. Class noise was not handled properly in this method so system 

processing time was increased. 

 Saez et al., [Sae, 17] proposed a technique to detect and filter noisy data. 

Iterative Class Noise Filter (INFFC) was used for noise filtering, which is done in 

three stages namely Preliminary Filtering, Noise-free filtering, and Final removal of 

Noise Removal Techniques 

Feature Selection Noise in records Anomalies based 
methods 

1. Filter Method 

2. Wrapped Method 

3. Embedded 
Methods 

1. K Fold 
Validation 

2. Manual Methods 

1. Cluster-Based 
Anomaly Detection 

2. SVM-Based 
Anomaly Detection 

Figure: 4.3: Traditional Noise Removal Techniques 
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noise. Ensemble Filter (EF) used multi classifiers: Support Vector Machine (SVM), 

C4.5, K Nearest Neighbor (KNN)) to remove noisy data. The noise was removed 

iteratively by using Iterative-Partitioning Filter (IPF). This technique did not handle 

attribute noise and continuous noise. 

 Wang et al., [Wan, 20] proposed a framework to increase prediction accuracy 

by removing noise in the wind data. Complete Ensemble Empirical Mode 

Decomposition with Adaptive Noise (CEEDMAN) technique was used for noise 

removal. Multi-tracker Optimizer (MTO) was used for noise detection. This method 

was only suitable for small data set because mean error increased while using a large 

dataset. Existing noise removal methods are listed in table 4.2. 

Table 4.2: Existing Noise removal Methods 

Author Name Robust Filter Polish 

[Gar, 16] MTL MTL Meta features 

[Sae, 17] INFFC,  EF, IPF INFFC,  EF, IPF Not considered 

[Wan, 20] CEEDMAN MTO Neural network 

 
4.4. Need for research 

Repetitive values, null values, error values and sensor errors affect the collected 

data set. The literature indicated repetitive values, null values, error values and sensor 

errors have not been handled properly by the existing techniques. Figure 4.4 shows 

the details of collected data under a mutual test environment. 

There is a significant difference between the traditional IoT environment and 

the Mutual test environment. Problems like repetitive values and error values are 

highly present in the mutual test environment. So traditional preprocessing methods 

are not suitable for this data. Figure 4.5 shows that the performance of traditional 

noise removal techniques testing with the collected data. 
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Figure 4.4: Type of Noise in collected data 

 

 

Figure 4.5: Traditional noise removal technique performance 
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Figure 4.5 proves that traditional noise removal methods are not capable of 

handling the mutual test environment. The mutual test environment is a growing 

research area in the field of data preprocessing. Hence, this research work focuses on 

the Noise removal in mutual test environment. 

 
4.5. OBJECTIVES 

The chapter aims to detect and remove noise in order to improve the accuracy 

of decision making. Repetitive values, null values, error values and large data sets 

agonize the existing methods a lot. This has motivated to propose a new technique to 

handle large data set, repetitive values, null values, error values and all types of noise. 

 To handle types of noise (point noise, continuous noise, attribute noise and 

class noise) separately. 

 To eliminate the repetitive, null and error values without corrupting the 

collected data. 

 To combine the traditional stages of noise removal process. 

 
4.6. METHODOLOGY DIAGRAM 

The proposed DaRoN technique combines various stages of traditional noise 

removal techniques that is robust, filtering and polishing. IoT sensor has timestamp 

value ie., Time details of the data collected which is used for robust and filtering. 

Mean values replacement is used for polishing. Existing methods require a separate 

technique for robust, filtering and polishing which lead to an increase in processing 

time and system complexity. 
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Figure 4.6: Methodology of the Existing vs. DaRoN technique 

 
All types of noise are not handled properly by the existing methods. So 

accuracy is not reliable. Thus, it is not suitable for real time but, DaRoN handles all 

types of noise by combining the three stages of noise removal. DaRoN methodology 

is shown in figure 4.6. 

The data is collected under a mutual test environment. So, traditional mean 

value is used for polishing. In a mutual test environment, general noises like missing 

values and outliers are avoided. But, there is a possibility of other forms of noise. 

They are repetitive values, error values, null values, sensor errors etc. Sensor error 

occurs when a sensor failed to collect data generally sensor errors are existed in the 

form of missing values. Sensor error will be handled after balancing the data. There 

are two types of sensors in the mutual test environment. One is the parent sensor 
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which is perfectly placed and has less noise. So, noises are easily removed by using 

parent sensor values. The second type of sensor is the child sensor which is placed 

near to parent and plays a supporting role to the parent sensor. The mutual test 

environment is shown in figure 4.7. 

 

 
4.6.1. Working of DaRoN technique [Jan, 21b] 

Data are collected by using 5 sets of sensors (Soil Moisture sensor (S), 

Temperature Sensor (T), Humidity Sensor (H), Rain Sensor(R), and Wind speed 

sensor (W)) which are placed in 5 different locations. So totally there are 25 sensors. 

T, S, H, W and R represent a sensor set each has 5 elements (members) listed below. 

T = {t1, t2, t3, t4, t5}, 

S = {s1, s2, s3, s4, s5}, 

H = {h1, h2, h3, h4, h5}, 

R = {r1, r2, r3, r4 r5} 

W = {w1, w2, w3, w4, w5} 

L1 = { t1, s1,h1, r1, w1} similar for L2, L3, L4, L5 

Therefore, L can be written as L = {T, S, H, R, W} 

Initially, robust and filtering is performed based on the timestamp value. That 

is, one observation for every two hours. This reduces the 1440 data readings (24 hours 

Figure 4.7: Mutual test environment  
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data) into 12 data readings per day. The continuous noise is partially avoided by using 

robust and filtering because generally continuous noise is identified after reaching a 

certain point. But, the proposed condition splits the data into 12 observations per day 

so that continuous noise is partially avoided. After polishing, continuous noise is 

entirely handled. Data with the same timestamp are removed so that repetitive values 

are filtered. Data are selected on a regular intervals of 10 minutes. For example, from 

the filtered data, 10th-minute data is selected for day 1; 20th-minute data is selected for 

day 2. This is done because, data collected at regular intervals will avoid continuous 

noise. Alternative minute selection is used to avoid continuous noise. This process is 

continued for the entire collected data. The approach used for data selection is shown 

in table 4.3. 

Table 4.3: Data selection approach 

Time 
Period 

Anti Meridiem (AM) Post Meridiem (PM) 

Hour 1-2 2-4 4-6 6-8 8-10 10-12 12-2 2-4 4-6 6-8 8-10 10-12 

Day 1 

Minutes 10 10 10 10 10 10 10 10 10 10 10 10 

Time 

Period 

Anti Meridiem (AM) Post Meridiem (PM) 

Hour 1-2 2-4 4-6 6-8 8-10 10-12 12-2 2-4 4-6 6-8 8-10 10-12 

Day 2 

Minutes 20 20 20 20 20 20 20 20 20 20 20 20 

 
 

Point noise which is in the form of error values is removed by comparing child 

sensor mean or mode or median values against parent sensor value. If the values are 
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near to the parent sensor value then it remains unchanged else it is replaced with the 

parent sensor value. 
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If a sensor error occurs in any elements of R, T, S, W, H then it will be ignored. 

Because, the sensor error will be handled only after balancing the data set. Most of the 

time mode value is not near to the parent sensor value hence it is not selected. The 

mean, median and mode are calculated exclusive of r5 because r5 is the parent. 

(Common for all t5, s5, h5, w5). Mean, Median and Mode election are shown in table 4.4. 

Table 4.4: Mean, Median, Mode selection example 

r 1 r 2 r3 r4 r 5**  Mean Median Mode Selected 

318 429 589 651 520 496.75 509 589, 651, 318, 429 Median 

257 284 304 369 314 303.5 294 284, 369, 257, 304 Mean 

187 201 252 198 NaN* - - - Ignored 

NaN 196 423 385 200 - - - Ignored 

* Not a Number (NaN) sensor Error 

** Mean, Median, Mode are calculated exclusive of r5 

Nearest value to the parent is selected 

 
Null values are replaced with the mean value of the rest of the elements. For 

example, if t1 has a null value, it is replaced by the mean value of t2, t3, t4, t5. If no null 

values are found, this process is continued for all the elements in T, S, W, H, R. Table 

4.5 shows the null value replacement procedure. Thus, DaRoN handled all noise. 



Chapter 4   DaRoN: A Technique for Detection and Removal of Noise in IoT Data by using Central Tendency 

Data Preprocessing Techniques for IoT Based Irrigation System 61 

Table 4.5: Null value replacement procedure 

t1 t2 t3 t4 t5 Mean Calculation Mean Value* 

25 26 0 29 24 1 2 4 5

4

t t t t+ + +
 

26 

28 29 28 31 0 1 2 3 4

4

t t t t+ + +
 

29 

0 0 34 36 30 3 4 5

3

t t t+ +
 

33 

T (t1,t2, t3, t4, t5)values are °C scale 

* null values replace by mean values 

 

The steps involved in the DaRoN technique is discussed below, 

 
4.6.2. Steps for DaRoN technique 

Step 1: Data is collected using various sensors for every two hours from various locations 

Step 2: Collected data is stored in cloud database 

Step 3: Data is retrieved from the cloud for preprocessing 

Step 4: Mean (), Median () and Mode () are calculated for all sensor data 

Step 5: Each sensor value is compared with the next value using time value (Td) 

Step 6: The redundant values are identified and removed 

Step 7: After that, Point noise and error values are identified 

Step 8: The identified point noise and error values are replaced by the computed 

Mean (), Median () and Mode () 

Step 9: Redundant values, point noise and error values are successfully removed 

Step 10: Cleaned data is generated 
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4.6.3. DaRoN technique 

Technique: DaRoN 

Input: Raw data 

Output: Cleaned Data 

L = {L1, L2, L3, L4, L5} (or) L = {T, H, W, S, R}  // L denotes Location 

L1 = {t1, h1, w1, r1, s1} 

T = {t1, t2, t3, t4, t5} // T denotes temperature sensor values 

R = {r1, r2, r3, r4, r5} // R denotes Rain sensor values 

W = {w1, w2, w3, w4, w5} // W denotes Wind sensor values 

S= {s1, s2, s3, s4, s5} // S denotes Soil Moisture sensor values 

H= {h1, h2, h3, h4, h5}  // H denotes Humidity sensor values 

Initialize i = 0; 

Set timer=00:00:00:00 

while (i< 12) // One observation in every two hours 

select R (Td[i]) // where R denotes Rain sensor values, R = {r1, r2, r3, r4, r5}  

select T (Td[i]) // where T denotes Temperature sensor values, T = {t1, t2, t3, t4, t5} 

select W (Td[i]) // where W denotes Wind sensor values, W = {w1, w2, w3, w4, w5} 

select  H (Td[i]) // where H denotes Humidity sensor values, H = {h1, h2, h3, h4, h5} 

select  S (Td[i]) // where S denotes Soil sensor values, S= {s1, s2, s3, s4, s5} 

 sleep(7200) // 7200 seconds 

 i++ 
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 if(i==12) 

reset timer 

i=0 

compute R (µ), R (M), & R (Z); // mean, median and mode value of rain sensor 

compute T (µ), T (M), & T (Z); // mean, median and mode value of Temperature sensor 

compute W (µ), W (M), & W (Z); // mean, median and mode value of Wind sensor  

 

compute S (µ), S (M), & S (Z); // mean, median and mode value of Soil Moisture sensor 

compute H (µ), H (M), & H (Z); // mean, median and mode value of Humidity sensor 

for (int i=0; i<12; i++) 

if( r1 (Td[i])  <  r 1(Td[i+1])) / / Checking Redundant values based on time (Td)
 

 remove r1(Td[i]) 

compute rest of R, and all elements in T,W, H, S 

X = ((R≅R (µ), R (M), & R (Z))) // check approximate nearest value 

else if (X = = True ) 

compare all elements of R with R (µ), R (M), & R (Z) // select the nearest value

 replace with R (µ), R (M), & R (Z) 

compute all elements in T,W, H, S  

else if (r1> 0)  

keep the values 

compute rest of R, and all elements in T,W, H, S 

else 

replace with R (µ), R (M), & R (Z) 

end 

end if 

end for 
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 DaRoN technique successfully handled all types of noise. Figure 4.8 shows the types 

of noise handled by DaRoN. 

 

 As depicted in figure 4.8, the proposed DaRoN Technique removed the noise 

in the sensor data. 

 
4.7. RESULTS AND DISCUSSIONS 

For this research work, data are collected in a mutual test environment. So, it 

cannot be compared to traditional methods. From the figure 4.5 it is clear that the 

existing techniques are not suitable for handling these data. The DaRoN technique is 

applied to the SVM classifier to check the performance. Confusion matrix metrics 

(precision, recall, accuracy, f1 score) are used to measure the performance of DaRoN. 

In figure 4.9 performance metrics chart, X-axis represents the performance metrics 

and the Y-axis represents the confusion matrix values. DaRoN achieved 96.05% 

precision i.e., positively predicted values from the collected data. F1 score is calculated 

DaRoN 

Class Noise Attribute Noise 

Point Noise Continuous Noise Point Noise Continuous Noise 

Repetitive Values 

Error Values 

Repetitive Values 
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Figure 4.8: Noise handled by DaRoN  
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using precision and recall measures. DaRoN achieved 90.27% F1 score. The recall is 

the detection possibility of the classifier. DaRoN achieved 85.14 recall. Accuracy is 

the fraction between correct prediction and total prediction. DaRoN achieved 84.18% 

accuracy. Figure 4.9 shows the overall performance of the DaRoN technique. 

 

Figure 4.9: Performance of the DaRoN 

 
4.8. FINDINGS AND INTERPRETATIONS 

This section explains the experimental results of the DaRoN technique It 

explicates the strength of the DaRoN technique and how DaRoN achieves better 

results compared with traditional noise handling techniques. It also justifies how the 

DaRoN technique is better than the traditional noise handling techniques. 

The DaRoN technique was used as the central tendency measure to remove 

noise in the mutual test IoT environment data. But DaRoN has not focused on sensor 

errors. 

In this research, the DaRoN technique is applied to the SVM classifier to 

evaluate the performance of the technique. DaRoN achieved better performance than 

existing noise handling techniques in all performance metrics. So DaRoN improved 
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the SVM classifier performance better than existing techniques. Combining the three 

noises, handling stages into a single step by using timestamp value and central 

tendency method is the reason for the good performance of DaRoN technique. Table 

4.6 shows the performance of DaRoN technique. 

Table 4.6: Performance of DaRoN technique 

Performance Metrics 
Technique Name 

Precision F1 Score Recall Accuracy 

DaRoN 0.9605 0.9027 0.8514 0.8418 

 
 
4.9. CHAPTER SUMMARY 

Traditional noise removal techniques have not considered all types of noise 

(Class noise, point noise, attribute noise and continuous noise). These methods are not 

capable of handling data collected under a mutual test environment. There are three 

stages in noise handling technique, namely robust, filtering and polishing. The proposed 

DaRoN used timestamp value for robust and filtering and central tendency measures 

for polishing. Combining the noise processing stages in the proposed DaRoN technique 

achieves better performance than the traditional techniques. DaRoN provided good 

results in terms of all performance metrics. DaRoN satisfied the objectives namely, to 

handle types of noise (point noise, continuous noise, attribute noise and class noise) 

separately, to eliminate the repetitive, null and error values without corrupting the 

collected data and to combine the traditional stages of the noise removal process. 

DaRoN handled all types of noise except sensor errors. After removing class noise, 

the data set is balanced. Only when the noisy data is removed sensor errors can be 

handled.  So, sensor error will be handled in the next work. 
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Chapter – 5 

TANOS: Technique for hAndling seNsor 
errOrs in Smart irrigation system 

 
5.1. INTRODUCTION 

According to Yi et al., [Yi, 19], mutual test environments are not directly 

affected by missing values and outliers. Missing values are present in the form of 

sensor errors. For example, Not a Number (NaN), error Infinity (Inf) etc. NaN error 

exists in the collected data and is listed in table 5.1. These sensor errors occur due to 

connection failure, sensor failure and power failure. There are various reasons for 

sensor errors, which are listed in figure 5.1. 

Table 5.1: Collected Data with sensor errors 

Soil Moisture Temperature Humidity Wind Rain Status 

0.05 27 40 NaN 100 Low 

0.06 27 NaN 210 100 Low 

0.08 NaN 45 500 110 Medium 

 

 

Sensor Errors 

Connection Failure Power Failure Sensor Failure 

Figure 5.1: Reasons for Sensor Error 
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Generally, while collecting data, some rows are empty or valueless. These 

values are known as missing values. Missing values [Yen, 19] frequently exist in 

many IoT environments. The problems endured are mentioned in figure 5.2. 

 
Missing values are categorized [Swa, 16] based on the position which means all 

missing values are not harmful. The categorization of missing values is depicted in 

figure 5.3. 

 

MNAR type missing data does not exist in the proposed environment but, 

MAR and MCAR exist in the collected dataset. There is a difference between 

traditional missing values in the IoT environment and missing values in the mutual 

test environment. In a mutual test environment, parent sensor plays a vital role in 

solving missing values of child sensors. If the parent has missing values, then the 

child sensor plays a vital role to solve it. A detailed description of the missing values 

[Arm, 17] is discussed in table 5.2. 

Missing Values 

Makes harder the data 
Analysis 

Reduces the 
Prediction Accuracy 

The data mining 
process is misled 

Figure 5.2: Missing value problems 

Missing Values 

Missing Completely 
at Random (MCAR) 

Less Harmful 

Missing at Random 
(MAR) 

Less Harmful 

Missing Not at 
Random (MNAR) 

More harmful. 

Figure 5.3: Categories of Missing values 
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Table 5.2: Detailed description of missing values[Pap, 18] 

Details MAR MCAR MNAR 
Name Missing at Random Missing Completely at 

Random 
Missing Not at 
Random 

Meaning Data missing in the 
collected data and not 
in the target class. 

Data missing in the rest 
of the target class or 
variables but not 
affecting the target 
class. 

Data missing in the 
target class or variable 
but affecting the target 
class. 

Method Most of the Time 
Deletion is the 
recommended method. 
But the position of the 
value decides the 
method selection. 

Most of the Time 
Deletion is the 
recommended method. 
But the position of the 
value decides the 
method selection. 

The deletion method 
is not applicable for 
this Type. 
Interpolation or 
imputation methods 
are used based on the 
nature of the data. 

Example T R H S 
x 350 40 Rain 
38 x 70 Hot 
12 880 x Avg 

 
T => Temperature 
R => Rain 
H => Humidity 
S => Status of Water 
(Target class) 
X =>Missing Values 
R is a target variable in 
row1. 
T, H are the target 
variables in row 2. 
T is a target variable in 
row3. 

T R H S 
x 350 x Rain 
38 x 70 Hot 
12 x x Avg 

 
T => Temperature 
R => Rain 
H => Humidity 
S => Status of Water 
(Target Class) 
X => Missing Values 
R is a target variable in 
row1. 
T, H are the target 
variables in row 2. 
T is a target variable in 
row3. 

T R H S 
15 x X Rain 
38 880 X Hot 
x x 50 Avg 

 
T => Temperature 
R => Rain 
H => Humidity 
S => Status of Water 
(Target Class) 
X => Missing Values 
R is a target variable 
in row1. 
T, H are the target 
variables in row 2. 
T is a target variable 
in row3. 

Problem Harmless Harmless Harmful 
 
5.2. Background Study 

5.2.1 Missing Value Handling Techniques 

Existing Missing values handling techniques are classified into three types and 

are listed in figure 5.4. Deletion method, imputation technique, statistical and 

prediction models are various techniques to handle missing values [Lee, 19].  The 

deletion method eliminates the data in three different manner, by using list wise, 
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pairwise and dropping variables [Cur, 19]. List wise deletion deletes the entire record 

from the data [Hos, 20]. The main problem of list wise deletion was data loss. So, 

pairwise deletion was introduced. In a pairwise deletion, particular variable was 

deleted [Ran, 21]. But if the deleted variable has variable dependency, then this 

method was not applicable. The variable dropping technique was introduced to 

overcome the drawback of pairwise deletion. This technique was used to select or to 

drop the dependent and independent variables. The main disadvantage of this method 

is the additional support which is needed to identify the variable dependency [Cha, 21]. 

Comparisons between various deletion methods are listed in table 5.3. The 

deletion method is suitable for MAR and MCAR values. The proposed environment 

has sensor errors in the parent sensors and collected data has a variable dependency. 

So the deletion method is not applicable to the collected data. 

Techniques to handle Missing Values 

Deletion method Imputation Techniques Predictive & Statistical Models 

1.List-wise 

2. Pairwise 

3. Dropping 

Variables 

Techniques 

1. Deductive Imputation 

2. Mean/Median/Mode 

Imputation 

3. Random Sampling 

Imputation 

4. Regression Imputation 

5. Multiple Imputation 

 

1. Linear Regression 

2. Random Forest 

3. K Nearest Neighbor 

4.Expectation 

Maximization 

5. Sensitivity Analysis 

 

Figure 5.4: Techniques to handle Missing 
Values 
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Table 5.3: Comparison of deletion methods 

T R W Status List wise Pairwise Dropping 
Variable 

20 380 NaN Rain 
Delete entire 

W 
Delete W 

(Pair Value) 
Select T, R 

NaN 400 2536 Heavy rain Delete entire T 
Delete T 

(Pair Value) 
Select R, W 

T is Temperature Sensor Value (°C) 

R is Rain Sensor Value (Sensitivity Value) 

W is Anemometer (Wind sensor value) Feet Per Minute (FPM) 

T, R, W are all dependent variables. 

 
Imputation techniques are used to replace the missing values by using a data 

matrix. Statistical methods and other mathematical techniques are adopted for matrix 

creation.  There are many methods in the imputation techniques, and figure 5.7 lists 

some of the popular methods.  Generally, the imputation method is selected based on 

the nature and behavior of the data. Table 5.4 discussed the types of imputation 

techniques with their advantages and disadvantages while handling traditional and 

mutual test environment data. 
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Table 5.4: Imputation techniques for traditional IoT and mutual 

test IoT environments 

Method Working Traditional IoT Data Mutual test IoT  Data 

Deductive 
Imputation 

[Lin, 20] 

This technique uses 
logic or statistical 
measures to find 
the relationship 
between the 
variables for 
replacing the 
missing values. 

This is the simplest 
and best method 
because the IoT 
variable has 
dependency and 
relation with other 
variables. 

 

 

Variable dependency 
and relationship 
between variables are 
not constant. So, this 
method is not suitable. 
For example, in the 
rainy season, target 
class depends on the 
rain sensor values, but 
in the sunny season, 
the rain sensor values 
are useless. 

Mean/Median/Mode 
Imputation 

[Had, 20] 

This method uses 
the mean or 
median or mode 
value to replace the 
missing value, 
error value and 
inconsistent value. 

This method is not 
recommended for 
traditional IoT 
applications because 
this method suffers 
when the variable has 
relationship between 
them. The distance 
between the attribute 
values are not 
common, hence this 
method is not 
recommended 

This method is suitable 
for mutual test 
environment because 
of the single variable 
(parent sensor) 
dependency on the 
mutual test 
environment.  DaRoN 
technique has used 
central tendency 
values to handle noise. 
The distance between 
the attribute values is 
common thus this 
method is used. 

Random Sampling 
Imputation 

[Wij, 20] 

This method uses a 
random sample of 
the variable for 
filling the missing 
values. 

This method uses 
random sampling 
based on the seeder 
value. But this method 
does not affect the 
original observations 
hence this method is 
applicable. 

If a missing value 
exists only in the child 
sensor, then this 
method is the best 
solution. 
Unfortunately, in some 
places, sensor error 
occurs in the parent 
sensor, so this method 
is not applicable. 
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Regression 
Imputation 

[Ver, 20 ] 

The regression 
model is used to 
fill the missing 
values based on the 
variable 
dependency. 

This model used a 
regression model to 
predict and replace 
missing values. Hence, 
it is recommended for 
traditional IoT data. 

This method is also 
recommended if the 
parent sensor does not 
have a sensor error. 

Multiple Imputation 

[Huq, 18] 

This method uses 
multiple 
imputations to fill 
the missing values 
which mean the 
best values are 
selected from the 
imputation set for 
replacement. 

This method provides 
a set of values for 
replacement and the 
best value is selected. 
Hence, it is 
recommended. 

Huge training time and 
over fitting problems 
are the two reasons for 
not selecting this 
method. Otherwise, 
this method is 
applicable. 

 
Statistical methods and prediction models are used to fill the missing values. 

Based on the variable values, methods are selected [Tan, 17]. Generally, statistical 

methods are working based on distributions which take a lot of time. Hence, it's not 

suitable for the mutual test IoT environment. Popular statistical methods are listed in 

figure 5.4. 

 
5.3. RELATED WORKS 

Tao et al., [Tao, 19] proposed Incremental Space Time-based Model (ISTM) 

for missing value imputation. The author initially converted IoT stream data into a 

data matrix.  The ISTM was used to reduce the data matrix conversion time. Neighbor 

matrix values were used to replace the missing value. In case if both the neighbors 

have missing values then this method will not be applicable. 

Du et al., [Du, 20] predicted the base station traffic by using the Extreme 

gradient boosting-long–short-term memory (XGBoost-LSTM). Min, Max and Mean 
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values were used to replace the error values. The author claimed error values as missing 

values. IoT traffic dataset was used by the model and for prediction, XGBoostori, 

LSTMori, Co_Modelori, and Co_Modelini were used by the XGBoost-LSTM model. 

Training time increased a lot while working with outliers. So, the author concluded by 

stating that, if sensor errors were present in the dataset, then this method will not be 

applicable. 

 
5.4. NEED FOR RESEARCH 

Missing values occur in the form of Sensor errors in the collected data. In 

some places, the Parent sensor is also affected  by the sensor errors.  Figure 5.5 shows 

the sensor error details in the collected data. 

 

Figure 5.5: Sensor Error Details 

Figure 5.6 shows the harmless types of missing values occur in the data. But, 

this has to be treated because the parent sensor is affected by missing values. 



Chapter 5     TANOS: Technique for hAndling seNsor errOrs in Smart irrigation system 

Data Preprocessing Techniques for IoT Based Irrigation System 75 

 

 Figure 5.6: Type of Missing values (Sensor errors) 

Figure 5.7 shows that the existing methods need to be improved for handling 

this data. So research is needed to handle these types of problems. TANOS is proposed to 

handle these sensor errors with better performance. 

 

Figure 5.7: Performance of Existing Techniques 
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5.5. OBJECTIVES 

The chapter aims to detect and remove sensor errors in the dataset to improve 

the accuracy in decision making. Sensor errors affect the quality of the dataset and 

therefore requires techniques to handle both parent and child sensor errors. So, the 

objectives of the proposed work are, 

 To handle sensor errors by using the imputation technique. 

 To handle sensor errors from both neighbors i.e., child sensors 

and parent sensors. 

 
5.6. METHODOLOGY DIAGRAM OF THE TANOS TECHNIQUE 

Generally, a mutual test environment partially removes missing values and 

outliers by using parent sensor. But the collected data has missing values in the form 

of sensor errors and this error exists in some elements of parent sensor. This error 

occurs due to power failure or connection failure or sensor failure. The proposed 

TANOS technique is capable of handling sensor error in an efficient way than other 

existing techniques. The methodology of the proposed TANOS technique is shown in 

figure 5.8. NaN is the only sensor error that exists in the collected data. NaN sensor 

error is identified using the keyword NaN. Initially, the error checker checks the error 

in the child sensor if the sensor error is found, then that particular child value will be 

replaced by the assigned neighbor value. If both have sensor error then it will be 

replaced by the parent sensor value. After removing all errors in the child sensors, the 

error checks to the parent sensor. 
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Figure 5.8: Workflow of TANOS technique 

 
In some places, the parent sensor has sensor errors that are replaced by child 

sensors mean value. This process is continued for all 25 sensors used in the proposed 

Mutual test IoT environment. Finally, errors are removed from collected data and the 

data will be error-free. TANOS removes the matrix conversion problem by using 

mean values and handles the situation that is if both neighbours have missing 

 
5.6.1. Working Procedure of TANOS technique 

 NaN error exists in the proposed environment. Initially, error positions and 

missing value types are verified. 

Error 
Checker 

Child Sensor 1, 2 

 Child Sensor 3, 4 

 Parent sensor 

Sensor Error Data 

1 

2 

3 

Error-Free Data 

SVM Classifier 

Replace with Child 
Sensors Mean 

Value 

Replace with 
neighbor Value 

Replace with 
Parent Value 

Yes No 
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Initially, Neighbors are assigned for each sensor child sensor 1 is the neighbor 

of child sensor 2. If child sensor 1 has a sensor error, then replace it by using child 

sensor 2 & vice versa. This process is similar to child sensors 3 and 4. Figure 5.9 

shows that the process of assigning neighbors. 

 

 

 

 

 

 

Figure 5.9: Assigning the neighbor 

Where, 

C1, C2, C3, C4 = Child sensors. 

P = Parent sensor 

In the proposed mutual test environment sensor 1st, 2nd, 3rd and 4th are child 

sensors and 5th sensor is parent sensor, for example t1, t2, t3, t4 are child sensors and t5 

is the parent sensor 

(t = temperature sensor). 

t1= {t2, t5}, t2 = {t1, t5}, t3 = {t4, t5}, t4= {t3, t5}, t5 = {t1, t2, t3, t4, t5} 

t1 has two neighborst2, t5and t2 hast1t5 as neighbors similar for t3and t4 respectively. 

t5 is the common neighbor for all child sensors. 

If t1 has a sensor error, then replace it by using the t2 value. In case if t1 and t2 

have sensor error, replace it by using the t5 (parent sensor) value. Similar for t3 and t4. 

This step handles sensor errors that occur in child sensors. 

C1 
C2 C3 C

4
 

P 
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If the parent sensor has an error value, it will be replaced by the mean value of 

child sensors. 

1 2 3 4
5 4

t t t t
t

+ + +=  

TANOS uses mean imputation because the previous noise removal technique 

DaRoN used the central tendency measures. So, that the deviation problem caused by 

the mean imputation method is avoided. Thus, TANOS handles sensor errors efficiently 

and enhances the accuracy of dataset making it easier to predict and make decisions in 

an error free manner. The steps involved in the TANOS technique is discussed below, 

 
5.6.2. Steps for TANOS technique 

Step 1: Load data D 

Step 2: Initialize all attributes namely T, H, W, R and S 

Step 3: Define the Parent sensors and child sensors to replace the NaN values 

Step 4: Assign neighbors for all sensors 

Step 5: If child sensor value is NaN then the value of its parent sensor is replaced 

likewise the parent sensor is NaN then it is replaced by its child sensor value. 

Step 6: If the parent sensor t5 only NaN then it is replace by the mean value of t1, t2, t3 

and t4 

Step 7: If all sensor values are NaN then the entire row is deleted 

Step 8: Missing values are replaced and the data is fine-tuned 



Chapter 5     TANOS: Technique for hAndling seNsor errOrs in Smart irrigation system 

Data Preprocessing Techniques for IoT Based Irrigation System 80 

5.6.3. TANOS Technique 

Technique: TANOS 

Input: Noise removed and balanced data with sensor error  

Output: Error-free Data 

Load Data set D // After cleaned by DaRoN 

Assign  N (t1) =t2  // t1 and t2 are neighbors 

Assign N (t3) = t4 //t3 and t4 are neighbors 

Assign N (t5) = t1, t2, t3, t4 //t1, t2, t3, t4, are neighbors of t5 

//neighbors assignment is similar for all elements in R, S, W and H 

If t1 = “NaN” && t 2 = “NaN” && t 3 = “NaN” && t 4 = “NaN” && t 5 = “NaN” 

 Remove entire row 

else if t1= “ NaN”  // similar for all elements in R, W, S, H 

replace with t2 value // NaN denotes sensor Error NaN 

else if t2= “ NaN”  // similar for all elements in R, W, S, H 

replace with t1 value 

else if t1= “ NaN”  and  t2 = “NaN” 

 replace with t5 value // similar for t3, t4 and all elements in R, W, S, H 

else if t5 = “NaN” //infrequent case 

replace with Mean Value of t1, t2, t3, t4 // similar for all elements in R, W, S, H 
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else 

 Keep the original value //unchanged 

end if 

end else 

 
5.7. RESULTS AND DISCUSSIONS 

In this research work, data are collected in a mutual test environment. So, they 

can't be compared to traditional methods because in mutual test environment sensor 

has priorities as parent and child. Figure 5.7 proved that the existing techniques are 

not suitable for handling the mutual test environment data. TANOS technique is 

applied to the SVM classifier to check the performance of the dataset after applying 

the proposed technique. Confusion matrix metrics (precision, recall, accuracy, f1 

score) are used to evaluate the performance of TANOS.  TANOS technique is 

compared with DaRoN technique to prove the improvement in the performance of the 

dataset. In figure 5.10 performance metrics chart, X-axis represents the performance 

metrics and the Y-axis represents the confusion matrix values. 

TANOS achieved 97.03% precision whereas DaRoN achieved 96.05% 

precision. It has positively predicted values from the collected data. F1 score is 

calculated by using precision and recall. TANOS achieved 92.26% whereas DaRoN 

achieved 90.27% F1 score. Recall is the detection possibility of the classifier. TANOS 

achieved 87.14% whereas DaRoN achieved 85.14% recall. Accuracy is the fraction 

between correct prediction and total prediction. TANOS achieved 85.18% whereas 

DaRoN achieved 84.18% accuracy. The result show that TANOS technique outperforms 

DaRoN technique. The performance of the SVM classifier is enhanced. Figure 5. 10 
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shows that the performance of DaRoN and TANOS in terms of all confusion matrix 

metrics. 

 

Figure 5.10: Comparison Result 

In the above figure 5.10 proposed TANOS technique outperforms DaRoN 

technique in all metrics. DaRoN removes noisy data but does not handle the sensor 

errors. But TANOS handles the sensor errors also. After the DaRoN and the TANOS 

technique are applied to the collected IoT irrigation dataset, all noises, including 

sensor errors (missing values) are removed. Finally the dataset becomes error-free. 

Error handling is the reason for the raise in classifier accuracy and precision. 

DaRoN replaced the noise values with the mean values so that all elements in the 

target class are filled except the sensor errors. This leads to a balance in data partially. 

But after the TANOS technique is applied, the data set is fully balanced because 

TANOS removed sensor errors that affect the target class. Now the data set has equal 

number of elements in the target class. 
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5.8. FINDINGS AND INTERPRETATIONS 

This section explains the experimental results of the DaRoN technique and the 

proposed technique TANOS. It explicates the strength of the TANOS technique and 

how TANOS achieves better results compared with DaRoN technique. It also justifies 

how the TANOS technique is better than the DaRoN technique. 

The DaRoN technique was used as the central tendency measure to remove 

noise in the mutual test IoT environment data. But DaRoN has not focused on sensor 

errors. So TANOS technique is proposed to handle sensor errors. 

In this research, the DaRoN technique and TANOS technique are applied to 

the SVM classifier to evaluate the performance of both techniques. TANOS achieved 

better performance than DaRoN in all performance metrics. So TANOS improved the 

SVM classifier performance better than DaRoN. Table 5.5 shows the comparison of 

DaRoN and TANOS techniques. 

Table 5.5: Comparison of DaRoN and TANOS 

Performance Metrics 
Technique Name 

Precision F1 Score Recall Accuracy 

DaRoN 0.9605 0.9027 0.8514 0.8418 

TANOS 0.9703 0.9226 0.8714 0.8518 

 
 
5.9. CHAPTER SUMMARY 

Traditional missing value handling techniques have not focused on the problem 

when both neighbors have missing values. There is a possibility of the occurrence of 

over fitting problem while using existing methods and these methods are not capable 

of handling data collected under a mutual test environment which have missing values 

in the form of sensor errors. TANOS technique has overcome this hurdle and handled 
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all missing values. All sensor errors are in the form of Missing Completely At 

Random (MCAR) and Missing At Random (MAR). The position of sensor errors 

sometimes affects the target class so that imputation techniques are used otherwise, 

deletion technique is the preferable method. The proposed TANOS achieved better 

performance than the DaRoN technique. TANOS provided good results in terms of all 

metrics of the confusion matrix. TANOS technique handled the neighbor value sensor 

error problem and removed the over fitting problem. Further, to increase accuracy, 

these noise-free data are applied to feature selection techniques to eliminate the 

irrelevant features based on the environmental season conditions in the next chapter. 
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Chapter - 6 

MESIA: enseMble filtEr based feature Selection 
for IoT Agriculture Data 

6.1. INTRODUCTION 

Feature selection is a preprocessing method used to reduce feature space and 

to select the best subset from the collected dataset features. Feature selection provides 

a successful reduction in dimensionality, noisy data and features removal, improves 

learning algorithm accuracy (Machine/ Deep Learning), also reduces the model 

building time and decision making efficiency [Sun, 20a]. The benefits of feature 

selection are summarized in figure 6.1. 

 
 

 

 

 

Figure 6.1: Benefits of Feature Selection  

 
IoT sensors which are used in this proposed mutual test environment make the 

data collection process much easier, but the high dimensionality (number of rows) of 

the collected data and growing speed of data directly affects the machine learning 

process. There are three methods to handle features. They are: feature selection, 

feature extraction and dimensionality reduction. Feature handling methods are 

discussed in Table 6.1. Based on the table 6.1, feature selection is selected for the 

proposed mutual test environment [Ait, 19]. Feature selection is the best choice 

against data with huge noise and features that have relationships between them. 

Benefits of Feature Selection  

Reduces 
� Noise 
� Dimensionality 
� Model Building Time 

Improves 
� Accuracy 
� Decision Making 
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Table: 6.1: Difference between Feature Selection, Feature Extraction and 

Dimensionality Reduction 

 
Plant monitoring is one of the applications of feature selection which is used in 

the proposed environment. Dimensionality reduction and feature extraction methods are 

preferred while using image data [Tad, 19], [Fer, 14]. The feature selection methods 

used in the collected IoT irrigation data reduces the features, minimizes the processing 

time and increases classifier accuracy. Feature selection methods are classified into 

three types. They are filter, wrapper and embedded methods. Types of feature 

selection methods are shown in Figure 6.2. 

Category Feature Selection Feature Extraction Dimensionality 
Reduction 

Other Name Attribute / Variable 
Selection 

Dimensionality 
Extraction 

Dimension 
Reduction 

Definition Selecting the required 
features from the 
collected Data. 

Creating a feature 
by combining existing 
features 

Transforming the 
data dimensionality 
from high to low 

Process Selection Creation Elimination 
Applications 
[Mia, 16] 

Mammographic Image 
Analysis, Criminal Behavior 
Modeling, Genomic Data 
Analysis, Plant Monitoring, 
Mechanical Integrity 
Assessment. 

Bag of Words (Text 
Modeling), Image 
Processing, and 
Auto-encoders 

Image Processing, 
Map and 
Navigation System 

Methods 
[Sha, 20] 

Filter, 
Wrapper, and 
Embedded 
 

All Neural Networks 
based methods, 
Principal 
Component 
Analysis (PCA), 
and Linear 
Discriminant 
Analysis (LDA) 

Principal 
Component 
Analysis (PCA), 
Linear 
Discriminant 
Analysis (LDA), 
and Generalized 
Discriminant 
Analysis (GDA) 

Role in Data 
Analytics 

Data Cleaning Data Cleaning and 
Data Reduction 

Data Reduction 

Applicable 
for 

Data with a huge noise 
and features in relation 

High Dimensional 
and data having 
more features 

High Dimensional 
Data 
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The filter method is the fastest feature selection method which is classifier 

independent, but it requires additional techniques to detect the variable dependency 

[Zho, 19]. The wrapper method is also a popular feature selection method but suffers 

with over fitting and low fitting problems [Wah, 18]. Filter methods are classified 

into two types univariate and multivariate. Univariate handles each feature 

individually whereas multivariate handles features based on the relationship between 

them [Tsa, 19], [Sun, 18]. 

Feature Selection Methods 
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Figure 6.2: Types of Feature Selection methods 
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The wrapper method is classified into two categories. They are deterministic 

wrappers and randomized wrappers [Zen, 15]. A deterministic wrapper results in an 

over fitting problem at a low level whereas a randomized wrapper has a huge risk of 

over fitting problems [Aic, 19]. Both wrapper methods [Mao, 19] are dependent on 

classifiers and take high computational time (CPU Time).The embedded method is 

the combination of filter and wrapper. This method is designed to remove the 

problems caused by wrapper and filter methods. Embedded method consists of two 

parts namely, filter and wrapper. Among the two parts of the embedded method, the 

filter part works well at all times. But, the wrapper part suffers with classifier 

dependency and fitting problems.  Based on the features of the proposed IoT 

environment, the filter method is selected for the proposed work. Types of feature 

selection methods’ are explained in Figure 6.3. 
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Figure 6.3: Classification of Feature Selection methods 
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6.2. BACKGROUND STUDY 

6.2.1. Filter Method 

Filter methods are fast in nature because they do not depend on the classifier. 

The only problem with the filter method is that, it requires additional support to 

identify the variable dependency, but variable dependency can be handled easily with 

the help of supporting techniques. Generally, supporting techniques are selected based 

on the nature of the data [Luf, 21]. Table 6.2 shows the example of variable 

dependency. 

Table 6.2: Variable Dependency [Ayv, 21] 

S.No. 
Temperature Sensor 

(T) °°°°C 
Rain Sensor (R) 

Sensitivity Value 

Wind Sensor (W) 

Feet Per Minute 
(FPM) 

Status 

1 37 100 300 Dry 

2 27 356 1500 Wet 

Values Status 

<350  Raining 

 

Threshold Values 

350 to 480 Heavy Rain 

480 to 640 Drizzling 

640 to 880 Rain Warning 

 

Rain Sensor (R) 

> 880 No Rain 

>38oC Too Hot 

>34oC to >38oC Hot 

>25oC to >34oC Average 

 

Temperature Sensor (T) 

<25oC Low 

<3432 Danger 

2201 to 3432 Average 

Wind Sensor (W) 

1761 to 2200 Low 
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In this table, the 1st row field status is determined based on the temperature 

value. So the rain sensor and wind sensor values are irrelevant because the 

temperature is too hot. In row 2nd temperature value is irrelevant because there is rain. 

In table 6.2, variable dependencies are identified by the season based conditions. For 

example, if the temperature sensor value is high and wind and rain sensors values are 

low, the status is updated as “Dry” . If the temperature sensor value is low and wind 

and rain sensors values are high, the status is updated as “Wet” . Figure 6.4 shows the 

supporting factors that can be considered for filtering technique. 

 

 

 

 

 

 

 

 

Figure 6.4: Supporting factors for variable dependency 

The filter technique can be combined easily with other techniques because it is 

classifier independent. This independent nature of the filter techniques make it more 

computationally effective. Table 6.3 shows the existing filter techniques and their 

applications. Among these, statistical filter is used for multivariate filtering and user-

defined filter is used for univariate filtering in the proposed MESIA technique. 

Variable Dependency 

Function Task Rules 

Method Technique Formula 
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Table 6.3: Existing filter techniques 

Type of filter Best Result Application 

Wavelet Transform Filter 
[Dey, 21] 

Image and Signal Data Signal processing 

Kalman filter [Vad, 21] 

 

Incomplete and chemical 
data 

Corrupted data recovery 
and image processing 

Statistical Methods [Dev, 
20] 

Features with relations All smart applications use 
numerical data. 

User-Defined [Gio, 20] Based on the nature of data Suitable for all applications. 

 
6.3. RELATED WORKS 

Aurora et al., [Aur, 19] proposed a feature selection methodology to handle 

time-series data. This methodology transforms the data into structured and standard 

form by using a Support Vector Machine (SVM) machine learning algorithm. The 

author used four types of feature selection methods. Univariate filter, multivariate 

filter, wrapper and multivariate wrapper which were used to select the best features. 

Multivariate wrapper provided better result among the feature selection methods. 10 

fold validations were the feature selection methods used in this methodology to 

remove the over fitting problem caused by the multivariate wrapper, but this 

methodology suffered low fitting problem. 

Egea et al., [Ege, 17] presented a strategy to select the best features in the 

Industrial Internet of Things (IIoT) data by using Fast Based Correlation Feature 

Selection (FBCF).  Redundant features were handled by FBCF. Decision tree, Support 

Vector Machine (SVM), and Logistic Regression classifiers were used in this 

strategy. But, FBCF increased the work execution time. 

Mohtashami et al., [Moh, 19] proposed a hybrid filter-based feature selection 

method to classify microarray (gene data) data. Rough sets, weighted rough set, fuzzy 
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rough set and hesitant fuzzy techniques were used to support the hybrid filter. 

Continuous features were handled by using approaches like weighted rough set 

dependency degree, information gain, and hesitant fuzzy approaches. The rough fuzzy 

theory was used to remove the redundant features. This method was fast but, could 

not handle negatively correlated features. 

Table 6.4 shows the details of existing methods and their supporting factors. 

Table 6.4: Existing Methods 

Author Technique Supporting Factor 

Aurora et al., [Aur, 19] Filter and wrapper Data conversion and 10 
fold validation 

Egea et al., [Ege, 17] FBCF (Statistical method) Regression 

Mohtashami et al., [Moh, 19] Hybrid filter Fuzzy 

 
 
6.4. NEED FOR RESEARCH 

Mutual test data have continuous features and negatively correlated features 

which are not handled by existing techniques. The table 6.5 and figure 6.5 show the 

performances of the existing techniques against mutual test data. 

Table 6.5: Comparison of existing feature selection methods 

Authors Name Methodology Selected Features 

Aurora et al., [Aur, 19] Multivariate filter-based 
feature selection 

29 

Egea et al., [Ege, 17] Fast Based Correlation 
Feature selection 

25 

Mohtashami et al., [Moh, 19] Fuzzy rule-based 18 
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Figure 6.5: Existing Techniques performance 

6.5. OBJECTIVES 

The chapter aims to detect and remove irrelevant features and continuous 

features in the collected dataset. The proposed MESIA technique also handles both 

positively and negatively correlated features. Feature selection increases the quality of 

the classifier and therefore requires techniques for all types of features. Thus, the 

objectives of the proposed work are, 

 To remove irrelevant features by using the threshold values. 

 To handle continuous features by using the Pearson correlation 

 To handle both positively and negatively correlated features. 
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6.6. METHODOLOGY DIAGRAM 

In the previous work, the DaRoN technique removed noisy data by using 

central tendency and the TANOS technique handled sensor errors by using the 

neighbour value, the mean value of child sensors, and parent sensor value. Now, the 

collected irrigation data is cleaned, but relevant and irrelevant features are not handled 

in the previous work. MESIA technique is proposed to select relevant features and to 

remove the irrelevant features simultaneously. MESIA technique uses ensemble filters 

to perform feature selection. A multivariate filter is used to combine the collected 

features by using mean values. DaRoN and TANOS technique uses mean values for 

handling sensor errors. So MESIA technique also uses mean values for filtering. 

MESIA technique methodology diagram is given in figure 6.6. 

After multivariate filtering, univariate filtering is performed by using season 

based threshold values. These threshold values are assigned based on the sensor 

values and its status. The supporting factor for the univariate filter is the threshold 

values and the factors are shown in table 6.2. Univariate filter handles negatively and 

positively correlated features by using Pearson correlation. Pearson correlation is the 

popular correlation method used to find the relation between the data. 
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Figure 6.6: Methodology of MESIA 

 
6.6.1. Working of MESIA technique  

Data are collected by using 5 sets of sensors (Soil Moisture sensor (S), 

Temperature Sensor (T), Humidity Sensor (H), Rain Sensor(R), and Wind speed 

sensor (W)) which are placed in 5 different locations. So, totally there are 25 sensors. 

T, S, H, W and R represents each sensor set and each has 5 elements (members) as 

listed below. 

Variables before 
Multivariate filtering 
s1 s2 s3 s4 s5 
w1 w2 w3 w4 w5 
t1 t2 t3 t4 t5 
h1 h2 h3 h4 h5 
r1 r2 r3 r4 r5 

Variables after 
Multivariate filtering 

S 
W 
T 
H 
R 

True False Season 
based 

Condition 
 

Selected Removed Selected Removed 

Cold T, H, W, R S S T, H, W, R 

Hot T, H, S W, R W, R T, H, S 

Rain  R T, W, S, H T, W, S, H R 

Storm W, R T, H, S T, H, S W, R 

Cloud Mask T W, S, H, R W, S, H, R T 

Univariate Filtering  

Multivariate Filtering 

Step 2 
1: 

Step 1 

L L1 L2 L3 L4 L5 

Relevant Features are selected 
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T = {t1, t2, t3, t4, t5} 

S = {s1, s2, s3, s4, s5} 

H = {h1, h2, h3, h4, h5} 

R = {r1, r2, r3, r4 r5} 

W = {w1, w2, w3, w4, w5} 

L1 = {t1,  s1, h1, r1,  w1} similarly for L2, L3, L4, L5 

Therefore, L can be written as L = {T, S, H, R, W} 

There are 30 features (except for the timestamp and Target Class L). The 

timestamp feature is independent, but all other features are dependent on the time-

stamp. So it remains unchanged during the filter process. Initially, a multivariate filter 

combines the sensors values by using mean values. In the previous DaRoN and 

TANOS techniques, most of the time parent sensor value is selected to replace the 

child value. This mean value is the nearest value or the same value while compared 

with the parent sensor value. So, the mean value represents actual data. 

L1, L2, L3, L4, L5 are Target class values concerning their location which are 

also common most of the time. The mode is calculated by the number of occurrences 

of a value and it represents L’s status. For example L1, L2, L3, L4, L5 = {wet, dry, wet, 

wet, wet} then L‘s status will be “Wet” based on Mode calculation. After the mode is 

calculated, the multivariate filter uses the Statistical method as a supporting factor to 

select relevant features. Finally, after Step 1 there are only 7 features. 

In MESIA technique, banana plant irrigation data is collected. Generally, this 

plant requires a lot of water, but during the rainy season, watering has to be limited or 

stopped for the plant's health. So, the first condition is framed to handle the rainy 

season. The univariate filter uses season based threshold values and Pearson 
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correlation factor as supporting techniques to perform filtering. This condition uses a 

positive Pearson correlation to perform filtering. 

During the cold season, the photosynthesis process is partially reduced so that 

the plant does not need water until the water level reduces in the soil. In this season, 

there is no correlation between the features, so threshold value is used to perform 

filtering. 

 
During the sunny season, the banana plant needs continuous water supply until 

the water level reaches its max threshold. This season does not have correlation 

between features. So, threshold value is used for filtering. 

 
During the storm season, the banana plant does not need a continuous water 

supply until the Wind speed level reaches its minimum threshold. This season has 

correlation between features so, threshold values and positive Pearson correlation are 

used for filtering. 

Cloud mask is a special condition where most of the existing agricultural 

applications fail to handle it. In this season, the sun is hidden behind the clouds. 

During this time temperature sensor readings are low. Sometimes this occurs 

frequently in a day. In some cases, water is required and sometimes water is not 

required. This condition may prolong for several hours in a day. During this season 

water supply may be needed from time to time or not. So, this situation has to be 

treated specially. Negative Pearson correlation and threshold values are used to 

perform filtering. Table 6.6 shows the features selected by the univariate filtering. 
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Table 6.6: Selected features details 

True False 
Selected feature(s) for the rainy season 

1 (R) 4 (T, S, H, W) 

Selected feature(s) for the cold season 4 (T, W, H, R) 1 (S) 

Selected feature(s) for the hot season 3(T, H, S) 2 (R, W) 

Selected feature(s) for storm season 2 (W, R) 3 (T, H, S) 

Selected feature(s) for cloud mask season 1(T) 4(H,W,S, R) 

 

The steps involved in the MESIA technique is discussed below, 

 
6.6.2. Steps for MESIA 

Step 1: Load data D 

Step 2: Initialize all attributes namely T, H, W, R and S 

Step 3: Multivariate filtering is applied to remove unwanted data based on the 

seasonal condition 

Step 4: For that, initially mean values are calculated for all sensors T, S, R, W and H. 

Step 5: Find out mode value for class label (Water status of L1, L2, L3, L4 and L5) 

Step 6: After univariate filtering is applied to remove the unwanted data based on the 

seasonal condition. 

Step 7: In univariate filtering, season based conditions are defined including rainy 

season, cold season, summer season, storm season and cloud mask season 

Step 8: Minimum and maximum threshold value is defined for all attributes T, S, R, 

W and H using the mode value 

Step 9: The unwanted data is removed by comparing the mean values of T, S, R, W 

and H with its threshold values 

Step 10: Cleaned data is produced 
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6.6.3. MESIA technique 

Input:  Cleaned Data with all features 

Output: Data with Limited features 

Initialisation:  

Load Data D // After cleaned by TANOS technique 

Import statistics 

Initialize Threshold value // Refer table 6.2 

Compute S Mean= 1 2 3 4 5

5

s s s s s+ + + +
 // S = Soil Moisture sensor values 

Compute T Mean = 1 2 3 4 5

5

t t t t t+ + + +
  // T= Temperature Sensor Values 

Compute W Mean = 1 2 3 4 5

5

w w w w w+ + + +
 // W = Wind Sensor Values 

Compute H Mean = 1 2 3 4 5

5

h h h h h+ + + +
 // H = Humidity Sensor Values 

Compute R Mean = 1 2 3 4 5

5

r r r r r+ + + +
 // R = Rain Sensor Values 

Compute st.Mode( [L1, L2, L3, L4, L5]) // Frequent water status is selected by using 

Mode 

if ( R Mean > R Min  and R Mean <R Max )   //Rainy Season 

 Remove T, S, H, W until RMean< R Min 

Compare mean of (r1,r2,), (r2,r3,), (r3,r4,), (r4,r5,) with R Min and R Max 

if (Mean > R Min and  Mean <R) 

 remove T, S, H, W 

 If ((R  ρ T) && (R ρ H)) //ρ= Correlation 

 remove T, S, H, W //Correlation found  
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else 

 remove R // correlation not found 

else if (SMean<SMin and ) and H Mean > H Max and R Mean > R Min  and R Mean <R Max  

 and  T Mean> T Min) // Cold Season 

remove W 

 If (W Mean >W Max) 

 remove all features from T, S,H, R 

else 

remove T, H, W, R until S Mean< S  Max 

else if (T Mean> T Max and H Mean> H Max and S  Mean < S Min) // Hot Season 

 remove R, W 

else if (H Mean > H Min and S  Mean < S Min and T Mean> T Min and R Mean > R Min  

 and R Mean <R Max  ) //Storm Season 

 remove T, H 

else if (W ρ R) 

 remove T, H, S //Correlation found 

else 

 remove R //Correlation not found 

else if (T Mean< T Min and H Mean> H Min and S  Mean < S Max ) //Cloud Mask 

 remove H, W, S, R 

 if ( T -ρ S) //-ρ Negative Correlation 

 remove S //Correlation found 

 else 

 remove T //Correlation not found 
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end if 

end if else 

end else 

end 

By using the above technique it is proven that MESIA technique successfully 

handled the feature selection process. Figure 6.7 shows, how the MESIA technique 

handled feature selection. MESIA technique handles the continuous features by using 

the mean and the mode values. Correlated features are handled by using threshold 

values and positive and negative Pearson correlations. MESIA technique performed 

on both column and row wise filtering. Multivariate filter performed column filtering, 

and univariate filter performs both column and row wise filtering. 

Figure 6.7: Features Selection by MESIA Technique 

Ensemble 
filters 

Step 2 

Multivariate filtering 

Mean 
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Filtering 
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6.7. RESULTS AND DISCUSSIONS 

In MESIA technique, data are collected in a mutual test environment and so it 

cannot be compared to traditional methods. Thus, MESIA technique is compared with 

the previous work TANOS technique. Figure 6.5 proves that the existing techniques 

are not suitable for handling these data. MESIA technique is applied to the Support 

Vector Machine (SVM) classifier to check the performance. Confusion matrix metrics 

(precision, recall, accuracy, f1 score) are used to justify the performance of MESIA 

technique. In figure 6.8 performance metrics chart, X-axis represents the performance 

metrics and the Y-axis represents the confusion matrix values. Precision is positively 

predicted values from the collected data. MESIA achieved 98.05% whereas TANOS 

achieved 97.03%. F1 score is calculated by using precision and recall. MESIA 

achieved 93.27% F1 score whereas TANOS achieved 92.26%. The recall is the 

detection possibility of the classifier. MESIA achieved 89.94% recall whereas 

TANOS achieved 87.14%. Accuracy is the fraction between correct prediction and 

total prediction. MESIA achieved 89.02% accuracy whereas TANOS achieved 85.18. 

In MESIA outperforms TANOS in all metrics. TANOS removes sensor errors and it 

has not handled the features. But TANOS handles the feature selection with the help 

of seasonally based threshold values. After the MESIA technique, relevant features 

are selected and irrelevant features are removed from the collected IoT irrigation data. 

Now the features are reduced from 31 to 5 with the help of mean and seasonal based 

threshold values. Feature selection is the reason for the rise in classifier accuracy and 

precision. DaRoN and TANOS handled the noise values and sensor errors. Mean 

values used for noise removal and neighbour value and parent sensor values are used 
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to replace the sensor errors. Now, the classifier accuracy and precision are increased a 

lot while compared with TANOS and DaRoN. Figure 6. 8 shows the performance of 

TANOS and MESIA in terms of all confusion matrix metrics. 

 

Fig: 6.8: Comparison Result 

 
6.8. FINDINGS AND INTERPRETATIONS 

This section explains the experimental results of the TANOS technique and 

the proposed MESIA technique. It explicates the strength of the MESIA technique 

and how MESIA technique achieves better results compared to TANOS technique. It 

also justifies how the MESIA technique is better than the TANOS technique. 

The MESIA technique used the statistical measures and seasonal based threshold 

values for selecting best features in the mutual test IoT environment data. But, 

TANOS has not focused on feature selection. So, MESIA technique is proposed to 

handle feature selection. 
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In this research, the MESIA technique and TANOS technique are applied to 

the SVM classifier to evaluate the performance of both techniques. MESIA achieved 

better performance than TANOS in all metrics. So MESIA improved the SVM classifier 

performance. Table 6.7 shows the comparison of TANOS and MESIA techniques. 

Table 6.7: Comparison of TANOS and MESIA 

Performance Metrics Technique Name 

Precision F1 Score Recall Accuracy 

TANOS 0.9703 0.9226 0.8714 0.8518 

MESIA 0.9805 0.9327 0.8994 0.8902 

 
6.9. CHAPTER SUMMARY 

Traditional feature selection techniques have not focused on continuous features 

and features with positive and negative correlations. These methods are not capable of 

handling features collected under a mutual test environment. MESIA technique used 

the Mean and the Mode values for multivariate filtering and for univariate filtering 

seasonal-based threshold values and Positive and negative Pearson correlation were 

used. Combination of both multivariate and univariate filtering yielded good results in 

terms of improved precision, accuracy, F1 score, recall and classifier accuracy. So, 

the proposed MESIA technique achieved better performance than the traditional 

techniques. Thus, the MESIA technique handled continuous features and correlated 

features and resulted in enhanced classifier accuracy for the collected irrigation 

dataset. 
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7.1. SUMMARY OF RESEARCH 

In proposed Jo's architecture, three preprocessing techniques were proposed, 

namely 

1. DaRoN for noise handling, 

2. TANOS for sensor error handling, and 

3. MESIA for feature selection. 

Jo's architecture is discussed in chapter 3. Background knowledge required for 

the proposed techniques, need for the proposed techniques, methodology of the 

techniques, and working procedure, were discussed in chapters 4, 5, and 6. In this 

research work, banana plant irrigation data was collected under IoT mutual test 

environment. The mutual test environment is an IoT environment that uses the same 

sensors in a different position to collect data.  In this Jo’s architecture 5 sensors set 

was used for data collection, sensors namely, soil moisture sensor, humidity sensor, 

wind speed (Anemometer) sensor, rain sensor, and temperature sensor. These five 

sensors set are placed in five different locations in an agriculture field to collect 

irrigation data. So, there is a total of 25 sensors used for data collection. Sensors 

name, Number of sensors, units are listed in table 3.3. 

Data collection has been enhanced while using a mutual test IoT environment. 

Traditional IoT application data are not reliable because of the blind spot problem, but 

this blind spot problem is avoided by the mutual test data collection by using sensors 

with a wide sensitivity range. Many IoT applications suffer due to missing values and 

outliers. But outliers are directly eliminated while collecting data under the mutual 

test environment and missing values are partially eliminated. Due to connection and 

power problem, missing values exist in the form of sensor errors. The mutual test 
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environment has two types of sensors used for data collection namely, parent sensor 

and child sensor. The parent sensor is well placed, has less noise and has a maximum 

sensitivity range. A child sensor is a supporting sensor to parent sensor that has a 

minimum sensitivity range and has a huge noise. It covers the area where the parent 

has a blind spot. There exists a master-slave relationship between parent sensor and 

child sensor both depend on each other for processing. 

Data collection is enhanced in the mutual test environment, but noisy data, 

namely, repetitive values, null values, sensor errors, etc., are increased due to the 

number of sensors used. Traditional techniques are not suitable for handling mutual 

test data. So traditional techniques have to be customized to handle mutual test data. 

Thus, Jo's architecture proposed three customized techniques to handle mutual test 

data. Collected data extracted using the Arduino IDE which exported the data into 

CSV format. This CSV format data is preprocessed using Jo's architecture by using 

anaconda IDE. Python libraries are used for preprocessing namely Pandas, NumPy, 

SciPy, Scikit-Learn, and TensorFlow. A machine learning-based SVM classifier is 

used to check the performance of all three proposed techniques. The working 

methodology of Jo's architecture is shown in figure 7.1. 
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Step 4: Data preprocessing using 
Anaconda IDE (Python) 

Step 3: Data exported in CSV format 

Step 1: Data Collection using sensors 

Step 2: Data extraction using Arduino 

Fig 7.1: Methodology of Jo’s Architecture 
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7.2. FEATURES OF THE PROPOSED TECHNIQUES 

7.2.1. Jo’s architecture 

Jo's architecture is a combination of DaRoN, TANOS, and MESIA techniques. 

The DaRoN technique is proposed to handle noise data. The TANOS technique is 

proposed to handle sensor errors that are not focused on by DaRoN. And Finally the 

MESIA technique is proposed to handle features that are not focused on by TANOS. 

Now the collected mutual test data is error-free, noise-free and has only relevant 

features by adding these three techniques. Jo's architecture customized the traditional 

data mining techniques to handle the collected mutual test data by using DaRoN, 

TANOS and MESIA techniques. The main advantages of Jo’s architecture are as 

follows: 

 DaRoN technique handles noise in the collected data by using central 

tendency. 

 TANOS technique handles sensor errors by using the neighbor, mean value of 

child sensors and parent value. 

 MESIA technique handles the feature selection by using central tendency and 

seasonal based threshold values. 

 This architecture is suitable for real-time processing. 
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Table 7.1 shows the details of the proposed techniques in Jo's architecture. 

Table 7.1: Details of the proposed techniques 

Techniques 
Name 

Problem Methods/ techniques/ 
procedures 

Novelty 

DaRoN Noise data 
handling 

Central tendency and 
time stamp value 

Combines the three stages of 
traditional noise removal 
process into single step 
Repetitive values are 
handled 

TANOS Sensor error 
handling 

Central tendency and 
parent sensor value 

Handles sensor errors when 
both neighbors affected 

MESIA Feature 
Selection 

Central tendency and 
Seasonal based 
threshold values 

Combine Univariate and 
Multivariate filtering. 
Suggest a solution to solve a 
cloud mask problem 

 

7.2.2. DaRoN Technique 

DaRoN technique uses data collected under mutual test IoT environment. 

Collected irrigation data contain point noise and continuous noise in the form of 

repetitive values, collisional or inconsistent values and null values. Repetitive values 

are not a big problem with traditional IoT applications. Because traditional IoT 

applications deal with fewer sensors while compared with Mutual test IoT 

applications. But there exist a huge number of repetitive values in the collected data. 

So, traditional data mining techniques are not capable of handling this many repetitive 

values. Generally traditional IoT applications suffer due to missing values and 

outliers.  But mutual test environment eliminated outliers and missing values. So 

traditional data mining technique has to be customized to handle mutual test data. To 

detect and remove noise in the mutual test IoT irrigation data DaRoN technique is 

proposed. DaRoN technique combines the three stages of the traditional noise 

removal process namely, robust, filtering and polishing. Timestamp value used for 
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robust and filtering. Polishing is done by using a central tendency value. DaRoN has 

not focused on sensor errors.  The main advantages of DaRoN are as follows: 

 Traditional noise removal process, namely robust, filtering and polishing 

combined into a single step by using a timestamp and central tendency value. 

 Repetitive values are removed by using time stamp value. 

 Inconsistent values are replaced using the central tendency technique. 

� The parent sensor value used to replace the child sensors noise. 

� Child sensors, central tendency value which is near to parent 

value is selected for replacing parent sensor noise. 

 Customized the traditional techniques to handle mutual test data. 

 DaRoN outperformed all existing techniques in terms of accuracy, 

precision, F1 score and recall. 

7.2.3. TANOS Technique 

DaRoN technique ignores sensor errors because sensor errors exist in some 

rows of the target variable and parent sensor. DaRoN has replaced noisy values in the 

dependent variables by using the central tendency technique. So, the TANOS technique 

is proposed to handle sensor errors. Collected data affected by the harmless missing 

values namely, MCAR and MAR. Deletion is the preferable method to handle these 

errors. But some rows of parent sensors are affected by the sensor errors. So, the imputation 

technique is selected. TANOS technique customizes the traditional imputation 

technique to handle mutual test data.Existing sensor error handling techniques 

sufferers due to both neighbors being affected, matrix value conversion and huge 

distance between data points. To handle these problems TANOS use neighbor value 

for replacing instead of matrix conversion. The parent sensor value is used to replace 
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the sensor error value if both neighbors are affected. Mean imputation is used when 

the parent sensor has sensor error. DaRoN used mean value so the difference between 

data points are less so, mean imputation is selected.In this way TANOS techniques 

handled the sensor errors. The main advantages of TANOS are as follows: 

 The matrix conversion problem is avoided by using neighbor sensor values. 

 Mean imputation is used to reduce the distance between the data point. 

 Parent sensor value is used when both neighbors are affected by sensor errors. 

 TANOS outperforms all existing techniques in terms of confusion matrix’s 

metrics namely accuracy, precision, F1 score and recall. 

7.2.4. MESIA Technique 

Now the data set is error-free and noise-free after applying DaRoN and 

TANOS techniques. But irrelevant features exist in the collected data set. So, the 

MESIA technique is proposed to perform the feature selection. There are three types 

of feature selection methods available namely, filter, wrapper and embedded methods. 

Among these methods, filter method is selected for feature selection. Because the 

filter method is classifier independent and easily customizable. Generally, the filter 

method requires additional supporting techniques to identify variable dependency. So, 

the MESIA technique uses central tendency and season (Rainy, Strom, Hot, Cold and 

Cloud mask) based threshold values as supporting techniques. Central tendency is 

selected because DaRoN and TANOS are already used. Threshold values are defined 

by the Indian Space Research Centre (ISRC) for each sensor. MESIA Combines two 

types of filter namely, univariate and multivariate filtering. Initially, the Multivariate 

filter used central tendency as a supporting technique and perform column-based 

filtering. Univariate filtering used threshold values as a supporting technique and 
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perform row and column-based filtering. Multivariate filter reduces the features from 

30 to 7 by using the mean and mode values. Univariate filter reduces 7 features into 1 

or two by using threshold values. In this way MESIA technique customized the filter 

method to handle mutual test data. The main advantages of MESIA are as follows: 

 Combines multivariate and univariate filtering by using central tendency and 

threshold values as supporting techniques. 

 Performs both column and row-based filtering. 

 Among the total 30 features, multivariate filtering selects 7 features and 

univariate filtering selects either 1 or two but existing methods needs 25 to 30 

features. 

 MESIA technique makes the IoT application suitable for real-time. 

Table 7.2 shows the details of the collected data after applying the proposed 

techniques. 

Table 7.2: Data Details 

Technique Name Data Size 

DaRoN 2,98,127 

TANOS 2,97,531 

MESIA 20,160 

*Collected data size is 3,19,520 

 
7.3. COMPARATIVE ANALYSIS  

In Jo’s architecture, data are collected in a mutual test environment and so it 

cannot compared to traditional methods. Because traditional techniques have to be 

customized to handle mutual test data. Thus the proposed techniques are compared 
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with the previous work which means TANOS compared with DaRoN, and MESIA 

compared with TANOS. All techniques are applied to the SVM classifier to check the 

performance. Confusion matrix metrics (precision, recall, accuracy, f1 score) are used 

to measure the performance of the proposed techniques.  Figure 3.10 showed the 

performance of the proposed techniques. DaRoN technique achieved 96.05% whereas 

TANOS and MESIA techniques achieved 97.03% and 98.05% precision i.e., 

positively predicted values from the collected data. F1 score is calculated using 

precision and recall measures. F1 score. DaRoN technique achieved 90.27% F1 score 

whereas TANOS and MESIA techniques achieved 92.26% and 93.27% respectively. 

The recall is the detection possibility of the classifier. DaRoN technique achieved 

85.14 recall value whereas TANOS and MESIA techniques achieved 87.14% and 

89.94% respectively. Accuracy is the fraction between correct prediction and total 

prediction. DaRoN technique achieved 84.18% accuracy whereas TANOS and 

MESIA techniques achieved 85.18% and 89.02% respectively. The techniques 

proposed in Jo's architecture increase the machine learning-based SVM classifier 

performance. Performance metric values are increased from DaRoN to TANOS and 

TANOS to MESIA. From table 3.7 Jo's architecture achieved 98.05% Precision, 

93.27% F1 Score, 89.94% Recall and 0.8902 Accuracy value respectively. 

 
7.4. FINDINGS FROM THE PROPOSED TECHNIQUES 

Initially collected data were checked against the recent traditional data mining 

methods, but the SVM classifier performance is not reaching the satisfiable level. 

Because repetitive values suffer the traditional methods a lot. So, DaRoN technique 

was proposed to handle noise in the collected data. DaRoN technique has handled the 
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noise and increased the performance of the SVM classifier but DaRoN technique has 

not handled the sensor errors. So, the TANOS technique was proposed to handle 

sensor errors. TANOS technique has handled the sensor errors and increased the 

performance of the SVM classifier. TANOS has not focused on feature selection. So 

the MESIA technique was proposed to handle feature selection and increase the 

performance of the SVM classifier. Finally by using the proposed three techniques 

Jo's architecture increased the performance of the SVM classifier to the satisfiable 

level. The proposed techniques are applicable for any mutual test environment. If the 

environment same sensors used for data collection in Jo's architecture.If sensors are 

changed, then DaRoN and TANOS techniques are applicable. But while using the 

MESIA technique threshold values have to be changed based on sensors. 

 
7.5. LIMITATIONS OF THE PROPOSD TECHNIQUES 

Jo's architecture has not focused on time. The only focus is the accuracy of the 

classifier. Jo's architecture used central tendency, measures to enhance the performance 

of the SVM classifier. But there are a lot of the latest methods and new versions of 

classifiers available. If other classifiers and other measures other than the central 

tendency were used, then it may increase the performance level. The overall accuracy 

reaches only 89%, which is far better than the existing methods, but it is not the 

maximum level. If multi-test-based data collection is used, the data collection will be 

more enhanced. Sensor errors may be avoided if a built-in power supply was used. 

The proposed techniques are only applicable in any mutual test environment which 

uses the same sensors used by Jo's architecture. 
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7.6. RECOMMENDATIONS FOR THE FUTURE WORKS 

If the multi-test environment were used then the data collection may be 

enhanced more, but identification of the parent sensor is difficult in a multi-test 

environment. The time needed for classification may be focused on in the future. Deep 

learning-based methods give more accuracy, so new techniques may be proposed based 

on deep learning. The basic methods, namely central tendency, and Pearson 

correlation were customized to handle mutual test data collected in Jo's architecture. If 

new methods were used instead of this, they may increase the accuracy of the 

classifier. The mutual test environment is less expensive while compared to the multi-

test environment. Because, Jo's architecture, data collection costs nearly 1 lakh 

approximately if the multi-test were used it may cost up to 3 lakhs approximately. But 

it may remove sensor errors and enhance the data collection. If a built-in power 

supply may be provided then the sensor error problem may be removed. 
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Abstract 
The Internet of Things (IoT) is a rapidly evolving system in engineering and science. The 
sensors utilized in numerous sectors output a significant quantity of data. As a result, several 
consumers have a clear desire for efficient knowledge from these vast databases. This 
enormous dataset is far from flawless; it has several flaws (like distortion, inconsistent data, 
and anomalies) and is unsuitable for investigation due to the risk of inaccurate results. As a 
result, data preprocessing is a necessary approach for these information. Data preprocessing 
is a crucial and necessary phase, with the primary purpose of using procedures to filter, refine, 
repair, and enhance the raw information. The purpose of this study is to conduct a survey of 
IoT data preprocessing and methodologies. This article analyses current data preprocessing 
studies in the IoT environment, as well as the history of IoT data preprocessing and review 
articles of sophisticated data preprocessing approaches. The image clearly depicts the 
categorization of different preprocessing methodologies and procedures. Preprocessing 
cleaning, conversion, minimization, and integration methods are discussed. Furthermore, 
strategies for implementing such ideas in IoT data preprocessing are presented. IoT 
approaches for data preparation in diverse applications are listed. Lastly, difficulties and 
obstacles are explored that will be valuable in future research. 
 
Key Words IoT, Preprocessing, Data Cleaning, Noise handling 
 
Introduction 
The Internet of Things (IoT) is a system of items that are linked to the Internet. It's a powerful 
automated and intelligence platform with applications in a variety of sectors and distinctive 
adaptability and capabilities in every provided setting (for example, agriculture and medicine) 
[1]. Being linked to the Internet, one may gather information and transfer it over the web, 
acquire data from the web, or do both.  In the IoT, sensors and other devices produce data 
tremendously. Such information are transported to the cloud for processing, evaluation or 
modeling and to construct software applications. Big data analysis is a very essential method 
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of finding insights from such information [2]. Data preparation is essential before evaluating 
the data since it contains various flaws like missing data, distortion, and inconsistency. One 
of the most important aspects of the knowledge discovery process is data preparation [3]. 
Low-quality information may weaken the efficacy of subsequent learning algorithms. As a 
result, limiting the effect on reliability improves the dependence of following automated 
findings and improves judgments via the use of appropriate processing techniques. Data 
transformation, data reduction, data standardization, data cleansing, and data integration are 
some of the strategies used [5]. By separating complicated continual feature sets and choosing 
and deleting undesired and noisy characteristics, such strategies minimize the information. 
Throughout this procedure, the actual construction of the data must be preserved while a more 
acceptable size is achieved. Quick training of learning approaches, sophisticated 
generalization abilities, and improved comprehension and convenient analysis of the results 
are among the advantages of data processing [6]. The purpose of this study is to conduct a 
survey of data preprocessing, its approaches, and current data preprocessing achievements. 
The following is the framework of this work: Firstly, data pretreatment ideas in IoT contexts 
(part 2), as well as data preprocessing methodologies. Section 3 explains the methods used in 
numerous IoT-based applications, and Section 5 brings this project to a close. 
 
Related work 
Physical sensor faults that arise throughout the data gathering process were examined by Hui 
et al., [7]. This article describes wide range of physical sensor discrepancies, error - detecting 
processes, and error - correcting methods, as well as the variations between them. Principal 
component analysis (PCA) and Artificial Neural Network (ANN) were the best error-
detection and rectification procedures. 

Mathew et al., [8] examined Kalman filter, z-scoring, and moving Average filter 
processing approaches. To begin, the chemical sensor data was cleaned using pre-processing 
steps. Following that, the information is cleaned and assessed utilizing classification 
techniques like Linear Discriminant Analysis (LDA), K Nearest Neighbor (KNN), and 
Support Vector Classifier (SVC). Lastly, the different preprocessing approaches' efficiencies 
were evaluated. Among them, the Kalman filter approach was shown to produce superior 
results than the rest. 

For a higher-dimensional Microarray tumor sample, Zena et al. [9] analyzed feature-
selection and feature-extraction approaches. In the micro array set of data, the researcher 
addressed the implications of redundant and irrelevant attributes. The significance of 
dimension reduction, as well as its benefits and downsides, also were explored. 

The method of data transfer in an IoT context was outlined by Chao et al.,[10]. 
Although a pretreatment approach was employed to reduce transmission time and increase 
processing speed, this research centered on the latter. 
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Evgeniy [11] suggested a processing system for sensor information. Several 
processing strategies that are appropriate for the proposed framework have been discovered. 
This framework used streaming sensor data from the Univariate time series dataset. 

Filter-based monitoring solution for IoT environment was suggested by Natarajasivan 
et al., [12]. Accelerometers, position sensors, vision sensors, audio sensors, temperature 
sensors, and directional sensor readings were all used in this project. The obtained information 
from such sensing devices was processed utilizing Kalman filter, and the performance was 
evaluated employing SVM. The suggested scheme took longer to complete. 
Cleber et al., [13] conducted a review of all IoT application journal articles since 2015. The 
authors assigned a value to the IoT application depending on how it was used. When 
contrasted to other apps, smart home applications are commonly employed by investigators. 
In addition, the sensor used in intelligent devices is explored. 
Rajalakshmi et al., [14], addressed the concept of IoT in intelligent systems and summarized 
sensor data-collection issues like data aggregation, extensibility, data fusion, de-noising, 
variability, data anomaly analysis, real-time computation, and missing data imputation. The 
authors discuss the IoT data analytics procedure using a drone for a traffic-monitoring scheme 
and described how cloud, fog, and edge computing are used in IoT to enhance the analytics 
platform. 
Data gathering, cleansing, data aggregation, data migration to the cloud, and data processing 
were all discussed by David et al., [15] in their examination of data management issues in the 
IoT context. AI, machine learning, deep learning, and data mining are some of the 
enhanced data-processing innovations explored by the researcher. 
Karinaer al., [16] gave an overview on processing strategies as well as data mining-related 
challenges. The essential ideas of data mining, as well as processing approaches and 
challenges, were thoroughly addressed. It also explored recommendations for future and 
provided alternative ideas. 
Data preprocessing methodologies for the big data era were suggested by Garca et al., [17]. 
The critical elements of data processing were discussed, as well as the existing key problems. 
In addition, various data preprocessing techniques for text mining were examined, including 
discretization and normalization, extraction of features, feature selection, feature indexers and 
encoders, and other methods. The importance of large data preparation was also stressed. 
In the area of data mining, Jayaram et al., [18] published a survey on data preparation 
strategies. The major goal was to find answers to different data preparation issues. The 
authors concentrated on data cleaning techniques such as filtering, imputation, hybrid 
approach, wrapper techniques, and embedded methodologies. Every technique's procedure 
and applications were detailed with instances. Distortion and data management, particularly, 
were discussed, as well as instructions on how to identify and handle it. Lastly, the difficulties 
encountered while performing data cleansing in various domains were shown. 
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Several large data processing strategies were explored by Huma Jamshed et al., [19] to cleanse 
input for subsequent mining and analytical jobs. The basic phases of data preparation, such as 
data filtering, data conversion, data reduction, and data aggregation, were first described. 
Following that, architecture for internet data preparation was presented, with every step 
described in detail. Lastly, the model was applied to the basic textual data, and processing 
stages such as removal of noise, tokenization, and normalization were completed. 
 
Taxonomy of preprocessing techniques 
Data processing is the process of preparing actual data to be used in data mining [20]. Actual 
data is noisier, has incomplete data, it includes a lot of uncertain information, and it's 
enormous. Such factors influence the quality of the data to deteriorate during the mining or 
modeling process, resulting in poor results. As a result, information should be improved 
before it can be mined or modeled. This is referred to as data preprocessing. There are several 
approaches for doing such operations in order to make the data appropriate for analysis. IoT 
data preprocessing techniques are shown in figure1. 
 
Data Cleaning 
Data cleaning [21] can be defined as the process of eliminating the erroneous and missing part 
in the data. The process of handling these noisy and missing values can be achieved by various 
ways. 
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Fig 1: Taxonomy of IoT data preprocessing 
Deal with missing values 

 
Now a days, Missing values  are present in all types of datasets that from existing, 

industrial and devices [22]. They have different reasons like manual data entry procedures, 
equipment Errors and misalignments. Such datasets require a pre-processing level to prepare 
and clean a data for effective and sufficient knowledge extraction process. There are machine 
learning algorithms and packages that can automatically detect and manipulate missing data, 
but it is recommended to manually replace missing data with analysis and coding techniques 
[23]. First, the types of missing have to understand and basically missing is classified into 
three types that are missing at random (MCAR), missing at Random (MAR) and missing not 
at Random (MNAR) [24].  To deal all these types of missing values using various methods 
like removing data [25], imputation techniques [26], multiple imputation techniques [27], 
statistical or predictive models [28]. In the removing method, missing values handle through 
list wise, pairwise and dropping variables techniques.  The goal of any imputation technique 
is to create a complete dataset, which can be used for machine learning. Some of the 
imputation techniques are, deductive imputation, mean/ median /mode imputation, random 
sampling imputation, regression imputation, multiple imputation [29]. Predictive and 
statistics model also used to impute the missing data. Most commonly used in this process 
are, linear regression, Random forest, k nearest neighbor, expectation maximization and 
sensitivity analysis [30]. 

 
Deletion / Removing Method 
Deletion / removing methods used to remove the missing values using various approaches 
that are following, 
 
List-wise deletion 
The most common approach to handle missing data, it simply omit the data that with missing 
values after analyze the remaining data.  This process also called as complete case analysis 
[31]. If the samples are large and the assumption of MCAR is satisfied, list wise deletion is in 
reasonable strategy. However, when a large sample is not available, or the assumption of 
MCAR is not satisfied, the list wise approach is not the optimal strategy. This approach 
establishes the bias if it does is not fulfill the MCAR. 
 
Pairwise Deletion 
Pairwise deletion technique remove missing observations only and the existing variables are 
analyzed [32]. If there is no data elsewhere in the data set, existing values are used. This 
approach uses all of the observed information, so it saves more information than list wise 
deletion technique. Pairwise deletion also called as Available Case Analysis (ACA).  Pairwise 
deletion is known to be less dependent on MCAR or MAR data. However, if there are many 
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missing observations, the analysis is flawed. The problem with pairwise elimination is that 
even if one takes the available cases, one cannot compare the analyzes because each time the 
model is different. 
 
Dropping Variables 
Dropping variables approach removes a variable or column from a dataset if it contains more 
missing values [33]. This approach is performs depend on the situation there is no rule to 
handle this approach and requires a proper analysis of the data before the variable is dropped 
all together. This should be the last option to test whether the model improves performance 
after the variable is removed. 
 
Dealing with Noisy data 
Noisy data is an unwanted data item, feature, or record that does not help explain the feature, 
or the relationship between the feature and the target [34]. Noisy data can affect the algorithms 
to find the patterns in the data. Noise can be classified into three types [35].  Noise 1 is 

weak features, and noise 3 is which records that do not follow the form or relationship that 
like the rest of the records. If the noise is in the features, feature selection or elimination 
techniques to best for handling noise in the features this includes filter method, wrapped 
method and embedded methods. For handling noise in records, k fold validation and manual 
methods are used in basic. Unsupervised methods are used to detect anomalies in data items. 
Some of them are, density based anomaly detection, cluster based anomaly detection and 
SVM based anomaly detection [36]. 
 
Data integration 
Data integration [37-38] is one important techniques in preprocessing which combines data 
from different source and giving users an integrated view of this data. Data sources may 
contain databases, data cubes, or flat files. One of the most popular implementations of data 
integration is the creation of a company's data warehouse. Mainly, Data integration is done 
through two main approaches known as the "tight coupling approach" and "loose coupling 
approach"[39].  Tight coupling defines Data from various sources that combined into one 
place by the process of Extraction, Transformation and Loading. Single physical location 
provides a balanced interface for querying data and ETL process provide identical data 
warehouse.  Loose coupling data exists only in real source databases.  In loose coupling, 
virtual mediation schema takes an interface from the user to the query, converts and sends it 
to a source database for getting result.  As well as there are many "adapters" or "wrappers" in 
the mediation schema that can be reconnected to the source systems and bring the data to the 
front end. 
  



Webology (ISSN: 1735-188X) 
Volume 18, Number 6, 2021 

 

2076                                                                http://www.webology.org 

 

Data reduction 
Over the past decades, data generation and storage in data bases or data warehouses has 
increased. So, these amounts data can take a very long time to perform data analysis and 
mining process. Data reduction [40-41] techniques can be used to obtain a data set, which are 
very small in size but yield the same analytical results. Traditional, data reduction approaches 
[42-43] are Data cube aggregation, Attribute subset selections, Dimensionality reduction, 
Discretization and concept hierarchy generation and Numerosity reductions. Data cube 
aggregation used to construct a data in simple form. It applied on the data and form a data 
cubes. Attribute subset selection technique remove irrelevant, weakly features or redundant 
features. This process can be achieved by various statistical and computational methods like 
filter methods, wrapper methods, and embedded methods. Dimensionality reduction is the 
reduction technique to reduce the size of dataset. This process used to reduce the number of 
random variables to be considered by obtaining the set of the principal variable. 
Dimensionality reduction reduces the amount of data by eliminating outdated or unwanted 
features using techniques that includes PCA, backward feature elimination, forward feature 
construction, and discriminant methods.  Since real data is replaced with real data, with 
mathematical models or a small representation of data like parameters or non-parametric 
method such as clustering, sampling and histogram. Discretization & Concept Hierarchy 
Operation techniques are used to change the raw data values for the attributes by a range or 
by more conceptual conditions. This is a form of numerical reduction, which is very useful 
for the automatic generation of concept sequences. Discretization techniques follows two 
ways namely top down discretization and bottom up discretization. Concept hierarchies for 
numeric data that includes techniques are binning, histogram analysis and clustering. 
 
Data transformation 

Data transformation includes smoothing, aggregation, discretization, attribute construction, 
normalization and generalization. Smoothing used to remove noise from a dataset though 
various algorithms and highlight the significant features in a dataset. Data normalization 
involves converting all data variables into a specific range. Techniques used for normalization 
min max normalization, z- score normalization and decimal scaling. 

 
Conclusion 
Big data is currently widely used in a variety of fields, including academia, agribusiness, 
medicine, organizations, and web mining. Studying from such vast amounts of data is both an 
exciting and difficult undertaking. Information acquired from massive quantities of data offers 
tremendous prospects and has the ability to alter several industries. However, since big data 
contains imperfections such as noise and incomplete information, it may reduce the 
effectiveness and reliability of decision-making. As a result, data refining is required. In the 
case of larger data settings, this work presents a systematic flow of research on data 
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preparation strategies. The principles of data preparation were discussed, as well as literature 
evaluations pertaining to data preprocessing approaches. The image clearly demonstrated the 
categorization of different pre-processing methodologies and procedures. Preprocessing, 
cleansing, transformations, reductions, and collaboration with methodologies and procedures 
were all shown. On a variety of applications, data preparation methods were tabulated. 
Finally, difficulties and concerns that should be addressed in the future were discussed. 
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Abstract 
The Internet of Things (IoT) is a crucial technique that enables well-organized and reliable 
solutions for various areas' development. Agriculture is one of the most worried IoT areas, with 
IoT-based solutions being used to automate the management and evaluation system with the least 
amount of human participation. Every second, a large-scale IoT-based agricultural ecosystem 
creates a tremendous quantity of data. The agro-production ecosystem is complicated, and there 
are several inconsistencies in the raw data that assessment and mining cannot be directly tracked. 
This research presents a strategy called Detection and Removal of Noise (CID) to deal with these 
anomalies in IoT agriculture data. Utilizing measurements of central tendency, the suggested 
approach eliminates null values, incorrect values, repeating values, unfinished values, and 
inappropriate values. In addition, a comparison of current noise reduction strategies was carried 
out, and the effectiveness was assessed using the Support Vector Machine (SVM) classification. 
To improve accuracy of classification, noisy data is removed in this suggested investigation. The 
CID approach will help improve the quality of data obtained in agricultural settings. 
 
Key Words Noise, Data cleaning, IoT, Pre processing, Noise removal, Smart Agriculture. 
 
Section I: Introduction  
IoT is a popular technology that uses its capabilities to make numerous applications smarter [1]. 
Collecting information in the agricultural area was previously a challenging operation, particularly 
in surveillance devices, but the Internet of Things (IoT) eliminates all of those demanding parts 
with the use of sensors. Sensors play a critical role in data collecting and create massive amounts 
of data on a daily basis. There are missing values, distortion, anomalies, and duplicated values in 
this information [2]. If any of the aforementioned are contained in the obtained data, the output 
quality may suffer. Noise is one of the most significant, and it is described as useless data such as 
corrupted values, repeating values, incorrect values, null values, and so on. These issues arise as a 
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result of IoT-related issues like connection errors, detection errors, and collisions [3]. Several 
issues may arise throughout the analysis procedure if the dataset includes noisy data. 

Point noise and continuous noise are two different forms of noise. The Point noise deviates 
sharply from the rest of the data. As a result, this might be clearly spotted. Since the divergence 
increases from point to point, continuous noise is hard to detect. The mean, median, and mode 
approaches are employed to remove this sort of noise. The incidences in the data may also be used 
to characterize noises. Class noise is defined as noise that happens in the class column. When noise 
appears in the attribute column, it is referred to as attribute noise. Unlike class noise, attribute noise 
is more destructive since it influences the data directly. As a result, noise in the database may 
influence the analytics model's accuracy [4]. As a result, data pre-processing is required. 

 Data cleansing, data integration, data conversion, and data reduction are some of the sorts 
of pre-processing procedures [5]. This article is about noise reduction, which is part of the data 
cleaning procedure. Section II examines similar works in the relevant domain, Section III defines 
the procedure of the proposed study, Section IV summarizes the findings and discussion, and 
Section V ends the work. 

 
Section II: Related Works 
The function of data mining in IoT was discussed by Peter et al.,[6]. This paper covered all of the 
techniques, methodologies, and processes connected to data mining in relation to different 
IoT systems. It also explained the significance of data management in smart settings. 

To manage data in the Data Stream Mining (DSM), Kun et al. [7] suggested a clustering-
based particle swarm optimization (CPSO) technique. Data segmentation was done using the 
sliding window approach, and variable partition was done using Statistical Feature Extraction 
(SFX). The suggested method was tested with five different kinds of IoT data sets (Home, Gas, 
Ocean, and Electricity). The results were analyzed, and the suggested method enhanced efficiency 
while increasing computational overhead and the overfitting issue. 

Various pre-processing strategies for mining and analytical activities were explored by 
Huma Jamshed et al., [8]. The essential techniques of data pre-processing, such as cleaning the 
data, data conversion, data reduction, and data aggregation, were detailed in this study. The 
researcher offered a method for doing so, which he demonstrated using a simple text data case 
study. Noise reduction, tokenization, and normalization were all addressed by the suggested 
method. According to the findings, modern approaches such as machine learning boosted the 
efficacy of pre-processing. 

In an IoT-enabled Telecardiology platform, Asiya et al. [9] analyzed the accuracy of noise 
cancelling approaches. LMS (Least Mean Square), NLMS (Normalized Least Mean Square), 
CLLMS (Circular Leaky Least Mean Square), and VSS-CLLMS (Variable Step Size 
CLLMS) were the approaches used for comparison. Removal of baseline wander (BW) (minimum 
frequencies in ECG (Electro Cardio Gram)). The VSS-CLLMS approach produced a high SNRI 
(Signal to Noise Ratio Improvement). The researchers concentrated on filtering strategies for ECG 
data pre-processing. 
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Using an outlier detection methodology, Liu et al. [10] suggested a method for dealing with 
distortion in IoT data. Using a sliding window and analytical measures, the suggested methodology 
calculated the variation and divergence. It also recognized distortion in the dataset based on 
neighbourhood activity, making the task of removing incorrect data more challenging if an issue 
was found in the continuous neighbourhood. The identifying procedure took longer in this case. 

Wang et al., [11] established a framework for pre-processing and forecasting wind data. 
Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) approach 
was used to eliminate noise from wind data, and MTO (multi-tracker optimizer) was employed to 
find errors in this suggested study. Eventually, neural network layers were used to construct the 
model. The suggested CEEMDAN approach was only acceptable for small datasets, and when 
bigger datasets were investigated, the mean error worsened. 

Sanyall et al., [12] suggested a technique to deal with IoT sensor data authenticity issues 
(noise, null values, anomalies, and repetition). The suggested technique was divided into two 
sections: the first dealt with data aggregation using the clustering technique, and the other with 
data pre-processing employing resilient dominant subspace calculation and monitoring techniques. 
Outliers rose as a result of the randomized outputs created by dominating subspace selections, 
lowering overall effectiveness. 

Sáez et al., [13] proposed the Iterative Class Noise Filter (INFFC), which iteratively 
merged several classifiers for distortion detection. The filtering approach was developed to define 
the distortion by removing the noise detection step from every iteration. 

Garcia et al., [14] used an aggregation of noise filtering approaches to enhance noise 
identification. Meta Learner (MTL) was developed as a method for reducing duplicate data and 
eliminating unnecessary data in a database. Meta features were produced from damaged dataset 
for this purpose, and a meta-learning framework that forecasted noisy information was developed 
as a result. 

 
Section III: CID Proposed Methodology 
Irrigation systems in agriculture needs regular monitoring without human interference. The 
suggested CID approach collects information from IoT devices and saves it in the cloud to 
automate this procedure. The obtained data is then pre-processed utilizing central tendency 
metrics, and the efficiency of the pre-processed data is evaluated using a Support Vector Machine 
(SVM) classification. Robust (identification of every analytical flaws to make the data 
standardized), Filtering (utilizing different approaches to reduce noise), and Polishing (changing 
incorrect values) are the three steps of classic noise treatment techniques [15]. The suggested CID 
is unique in that it blends the three stages into one to provide a noise - free data. 
 Pre-defined criteria are used for robust and filtration, and measurements of central tendency are 
used for refining.  

The pre-processed agricultural data generates a noise - free cleansed data as a result of the 
suggested work's methodology that improves the classifier's effectiveness. 
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Phase I: Sensing Layer 
The first stage focuses on data collecting in an agricultural setting utilizing different IoT devices. 
The humidity sensor, temperature sensor, soil moisture sensor, wind speed sensor, and rain sensor 
are among the 5 sensors employed. Sensors are installed in various locations and are linked to the 
cloud. Every sensor monitors the surroundings in its own way and captures information in real 
time. A humidity sensor captures information about the amount of water in the air. This 
information would be valuable in assessing whether or not watering is required. The proportion of 
water in the soil is measured using a soil moisture sensor. Both humidity and soil moisture sensor 
data are used in this study to determine irrigation recommendations. Temperature sensors are often 
used to detect temperature levels on a regular basis. The rain sensor is used to measure the amount 
of rain falling. This sensor's principal function is to turn off the whole irrigation system during 
intense rainfall. The data collected from the sensors is periodically gathered and transferred to the 
cloud for more analysis. 
 
Phase 2: Storing Layer 
The storing layer is the second layer, and it is used to store information. Information may be kept 
locally, but cloud storage is the most efficient way to manage enormous amounts of information. 
As a result, the information is stored in the cloud using the suggested method. Several open-source 
clouds are accessible; one of them is the Think Speak cloud server that offers an open-source 
computation paradigm for storing and retrieving data over the network. A service provider is 
responsible for maintaining, operating, and managing information. In Think Speak, an account is 
formed and developed with numerous fields for storing information like soils, moisture, heat, and 
rainfall. The information is then sent to the pre-processing phase. 
 
Phase 3. Pre processing Layer 
The proposed noise reduction approach is applied in this layer. The metrics of central tendency are 
used in this unique method. Conventional noise reduction methods consist of three stages: robust, 
filtering, and polishing. The suggested CID approach, on the other hand, integrates all three stages 
into a single stage by employing measurements of central tendency, resulting in improved 
effectiveness. To substitute repetitious and null entries, the suggested approach uses the nearest 
mean values. To eliminate Point Noise, the Nearest Mode value is used. All changes are completed 
in accordance with the time details (Td). The measurements of central tendency are mentioned 
below. 

 =  

 

Median (M)  =L+h  

 

Mode (Z) =  
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Let L = {L1,L Ln}, where, L1, L2 n are different locations. 

Every location contains numerous sensors that are Tn, Sn, Hn, Rn and Wn in which n 
indicates count of locations, Tn n  Soil moisture sensor, Hn  Humidity 
sensor, Rn  Rain sensor, Wn  Wind Sensor, and the values of every  

If location number is one then the set of L1 is, L1= {t1, s1, h1, r1, w1}. Likewise, L2, L3, L4 
and L5 sets are defined. In the suggested method, 5 diverse locations are assumed, hence the overall 
count of sensors in every category shall be represented as, 

T= {t1, t2, t3, t4, t5}, 
S ={s1, s2, s3, s4, s5}, 
H = {h1, h2, h3, h4, h5}, 
R = {r1, r2, r3, r4 r5} 
W = {w1, w2, w3, w4, w5} 

 
Hence, L is represented as L = {T, S, H, R, W} 
 
CID method for noise identification and elimination 

 

 

for (int i = 0; i    // One observation every two hour 

collect r1(Td[i])  

for (int i=0; i<n; i++) 

if( r1 (Td[i])  <  r 1(Td[i+1]))   //Checking Redundant values based on TimeTd 

 remove r1(Td[i]) 

 compute rest of R, and all elements in T,W, H, S 

if(compare r1 with R (µ), R(M), & R(Z) // Checking point noise and error value 

  replace with R(µ), R(M), & R(Z)// Common for rest of R and T, W, S, H 

if (r1> 0)    // M,Z,µ are Calculated with respective to Td[i] value 

 compute rest of R, and all elements in T,W, H, S 

else 

 compute rest of R, and all elements in T,W, H, S 

end if 

end for 
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Section IV: Result and discussion 
This section examines the suggested CID Method's effectiveness utilizing standard metrics 
like precision, F1 score, recall, and accuracy. Table 3 summarizes the information gathered. Lastly, 
the cleansed data is fed into a SVM classifier to evaluate the suggested CID method's efficiency. 

On the acquired datasets, known pre-processing techniques like Iterative Class Noise Filter 
(INFFC), Meta Learner (MTL), and CEEDMAN are used and provided to the classifiers following 
cleansing. On the basis of performance measures, the suggested CID Method is then contrasted to 
current approaches. The suggested CID approach outperforms the competition in terms of 
accuracy, as demonstrated in Figure 1.  

 
 

 
 
Figure 1: Comparison Result 

 
Section V: Conclusion 
For effective decision-making in the IoT, agricultural data must be pre-processed. The 
inconsistencies in the raw dataset obtained from the IoT ecosystem have an impact on decision-
making efficiency and reliability. As a result, data refining is required. The suggested CID 
effectively manages noisy data. It is made up of three layers. The first layer gathers information 
from sensors located in the different areas, the second layer stores the gathered information, and 
the third layer cleans the information. The suggested method identifies noisy data and substitutes 
it with new data based on pre-defined parameters and central tendency metrics. Lastly, the findings 
were compared to current approaches, and the new strategy surpassed the competition by 
increasing accuracy of classification. Missing data and outliers might well be taken into account 
in the future to enhance accuracy. 
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Abstract:  Diabetes mellitus is a non-communicable disease, 

however it may lead to other health problems such as blood 
pressure, heart attack, vision problem, slow healing sores to 
patients with arthritis etc. Diabetes disease is caused due to 
lifestyle, food habits, and low level of fabrication of insulin and 
pedigree factors of individual. According to the study, there will 
be 552 million people around the world will be affected by 
diabetes at 2030. This paper estimates the total populations of 
type 2 diabetes patients in the central region (Cuddalore, 
Thanjavur, Perambalur, Tiruchirappalli, Ariyalur, Karur, 
Nagapattinam, Thiruvarur, Pudukottai, and Karaikal) of Tamil 
Nadu. Diabetes patients have been diagnosed with the help of 
various parameters such as blood pressure, body mass index, 
dietary history, physical activity and pollution level in the air. The 
Honeywell HPm series particle sensor is used to access the PM 
2.5, PM 10 levels in the air. Considering the air quality as a 
parameter, there are lots of illnesses caused by air pollutants and 
also cause additional problems for people who are already 
suffering due to disease. This review work provides the 
knowledge about the prevalence of type-2diabetes and it will help 
people to take precautions about diabetes disease and its risk. 
 

Index Terms: Diabetes, Air Quality, Sensor, PM2.5, PM10. 

I.  INTRODUCTION 

 Diabetes mellitus is one type of non-communicable disease. 
The prevalence of diabetes is rapidly increasing all over the 
world at a tremendous rate [1].It occurs when the glucose 
level increases in the blood. Blood glucose is the main 
source which produces energy to human body. The high 
blood sugaris defined as a medical syndrome, which is also 
called as hyperglycemia, which is caused due to an 
inadequacy of insulin in the human body.  The level of 
blood sugar is standardized by a hormone, which is done by 
the insulin generated by the pancreas. The pancreas is a very 
tiny organ which is placed between the stomach and liver 
that helps to digest the food. According to the report of 
World Health Organization (WHO)[2], the highest number 
of diabetes affected people are living in India. The total 
number of diabetes patients in the year 2016 is 7.8 million it 
will exceed 79.4 million by 2030. The International 
Diabetes Federation (IDF)[3] in the world has reported on 
diabetes that it has proved 425 million adults living with 
diabetes. According to the report of IDF, 5.2 % of Indian 
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people are not aware that they are suffering from high blood 
sugar. In specific, the Madras diabetes research [4] 
foundation instructed that about 42 lakhs individuals are 
suffering from diabetes and 30 lakh people are in pre-

diabetes. 

A. Types of diabetes disease: 

There are various ways to detect the presence of diabetes in 
the human body. There are three categories in diabetes 
mellitus. They are Type-1 diabetes, Type-2 diabetes and 
Gestational diabetes[5]. The early stage of diabetes is 
identified using the following factors such as long-lasting 
blood sugar,  blood sugar fasting, diabetes history of genes, 
measuring waist and the ratio of height waist of individuals. 
In this paper type 2 diabetes is considered. 

a. Type 2 Diabetes 
Type 2 diabetes is called as non-insulin dependent 
diabetes[6]. In type 2 diabetes, pancreas produces sufficient 

why insulin resistance is caused. In such case, insulin tries 

this the sugar level may increase in the blood. People may 
get affected by the type 2 diabetes at any age even in 
childhood. Type 2 [7] diabetes is caused by overweight and 
inactivity which leads to insulin deficiency. These types of 
diabetes can be controlled by weight management, regular 
exercise and nutrition. The symptoms of type2 diabetes are 
same as type 1diabetes except itching skin and the problem 
in vision.  This type o
controlled by medicine and injection which is given for 
diabetes, physical exercise, blood monitoring and glucose 
controlling. 

B. PubMed NCBI 

Over the past few years, awareness about diabetes 
is growing and the possibility also growing in this field. 
According to PubMed NCBI, referred as a journal for 
publishing MEDLINE papers, indexed by PubMed has 
computed diabetes related details which are surveyed from 

and Diabete
of graph, which is displayed in Fig1. The count for 2018 is 
extrapolated till June 27, 2018. 
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Fig 1: Number of publications index by Pub Med with 

extrapolated based on the number from June 27, 2018 

II.  REVIEW  OF LITERATURE 

Cheng lin et al [8]discussed about the classification and 
prediction in data mining by analyzing the information 
based on diabetes data. This paper partitioned the sets of 
data for classifying by using decision tree and data 
prediction  was done through the linear regression, multiple 
regressions and non-linear regression whereas evaluated the 
classification accuracy. The process of classification and 
prediction of data mining also discussed about similarities 
and differences between them. 

K.Lakshmi et al [9] proposed a System Architecture for 
diagnoses diabetes disease using clustering and 
classification algorithm such as decision tree and KNN. The 
proposed system has stored data into a server which was 
collected based on different diseases of patients.  Here, they 
considered 11 attributes of diabetessuch as Age (years), 
Sex,  Body mass index, Blood Pressure (mm Hg),  Plasma 
Glucose Concentration (Glucose tolerance test) Triceps Skin 
fold  2-Hour serum insulin Diabetes Pedigree function, 
Cholesterol Level,  Weight (kg) and Class variable (0 or 1) 
to predict the diabetes.The proposed method consists of 
some basic components such as admin, user (doctor, patient, 
physician etc), server, database, application, and data mining 
techniques. In the first step of the proposed system, KNN 
and Decision tree were applied for training the dataset after 
receiving the request from the user, which are like a 
supervised classification model.Admin received the inputs 
from requestor. In the final step DM approach was used to 
predict the result and send back to the user. Time and cost 
are reduced to diagnoses in this approach. 

Dr.Prof.Neeraj et al [10] described the J48 algorithm for 
predicting recurrence of cancer-based data set to breast 
cancer. Recurrent cancer can be analyzed in three ways and 
they are: cancer comes back after treatment or it is in the 
same place, where it started first whether in any portion of 
the body. Hereafter J48 algorithm was used on the data set 
of breast cancer and implemented by WEKA tool and 
generated the decision tree by using 10 fold cross-validation 
method to predict the recurrent event due to its attributes 
such as tumor size, the degree of malignancy, age, node-
caps, menopause etc.UCI machine learning repository 
provided the data set for predicting recurrence cancer of 

undergone treatment to patients. A result of experiment was 
tabulated and the decision tree was shown in the figure. 
Furthermore, results were concluded accurately and specific 
range value was used to find out the changes of recurrence 
cancer. 

Manal Abdullah et al [11] proposed a method for finding 
five types of anemia is one of the hematological diseases 
and predicted what type of anemia hold by patient using 
classification algorithms. This paper proposed an algorithm 
for classification with the help of complete blood count test. 
The data sets were collected from patients and were filtered. 
Multiple experiments were conducted using various 
algorithms namely naive Bayes, neural network, J48 
decision tree, and SVM. Compared with other algorithms 
J48 decision tree provided the best potential classification of 
anemia types. J48 decision tree algorithm provided better 
performance with accuracy, recall, true positive rate, false 
positive rate, precision and F-measure and it was proved by 
weka experiment. The tested results were tabulated in 
percentage (like 20%, 40%,60%). The anemia types can be 
detected with the help of given algorithms but this paper 
concentrated only on five types of anemia for finding 
accuracy and prediction of preferred results. 

 

Himansu Das et al [12] focused on Diabetes Mellitus 
Disease. They used two data mining technique such as J48 
and Navie Bayesian for predicting diabetes. The proposed 
technique was quicker and efficient for diagnosis the 
disease. The dataset was collected from  medical college 
hospital by providing set of questions that about particular 
patient name, age, sex, blood, sugar level, and plasma 
glucose and as well as online repository.  After thatthe data 
cleaning was performed to remove the unnecessary data and 
was stored in the warehouse. The proposed method 
predicted whether the patient has diabetes or not, by 
classification technique. The two classification techniques 
were implemented through WEKA software and the 
experimental results were tabulated. Navie Bayes better than 
J48 and also the outcome was proved by its productivity. 

N.Vijayalakshmi and T.Jenifer [13] worked on data 
mining and statistical analysis for identifying diabetes 
disease. The data source contained pertaining diabetes 
which has taken from nursing home research center. The 
collected data divided as diabetic patients and non-diabetic 
patients. WEKA tool was used for analyzing the most 
important factors causing diabetics and also used to perform 
statistical analysis method on every single attribute. Tow 
classification techniques such as J48 pruned tree technique 
and the Random tree provided the validation result and the 
detailed accuracy on datasets by class. Hence this paper 
proved J48 pruned tree is a better technique compared with 
other classifying techniques and the accuracy of the 
predicted result was 81%. 

III.  SURVEY AREA 

Tamil Nadu is one of the states in India. Based on the 
direction of the districts located, it is divided into 4 Regions 
namely central region, western region, southern region and 
Chennai city region. Each region has at least more than 4 
districts. The central region has 10 districts such as 
Cuddalore, Thanjavur, 
Perambalur, Tiruchirappalli, 
Ariyalur, Karur, 
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Nagapattinam, Thiruvarur, Pudukottai, and Karaikal. The 
western region has 6 districts which are Coimbatore, Erode, 
Nammakal, Salem, Dharmapuri and the Nilgiris. The 
southern region has 9 districts that are Dindigul, Madurai, 
Theni, Sivaganga, Virudunagar, Ramanathapuram, 
Tirunelveli, Thoothukudi and Kanyakumari. Finally, 
Chennai, Thiruvalluvar, Kancheepuram, Vellore, 
Tiruvannamalai, and Puducherrydistricts have come under 
the Chennai city region. 

A. Central region 

According to the census report at 2011, the Central 

women are in the frames of 7,031,520 and 7,194,867 . The 
total taluk in the central region of all districts are 66 whereas 
total revenue villages and panchayat villages are 4638 and 
3154 respectively. From the report, the total number of 
literate people in that region is 7,369,787. Men and women 
in this category are 3,982,437 and 3,432,656.  The total 
number of children (age between 0-6) in this region is 
1,042,373, from this total number of male children and 
female children are 3,982,437 and 3,432,656. 

IV.  MATERIALS  AND  METHODS 

All the study samples were randomly collected from 
states in the central region of Tamilnadu. The total study 
population is 10115 among them 5566 were male and 4549 
femlae which is 55.1% and 44.9% respectively. The 
population was screened  for blood pressure (diastolic and 
systolic) and blood sugar along with their screening data, the 
body mass index (BMI),  dietary history, physical activity, 
pattern and Pm2.5 ( pm & Pm10). The population screened 
for diabetics by random Blood Sugar Meter(RBS). The 
Blood pressure is screened using Arm Bp digital monitor. 
The dietary history, physical activity  are assessed by a set 
of stored questions. The air pollutants (Pm2.5 & Pm10) are 
assured using Honeywell HPm series particle sensor. The 
number of total study population for male and female 
percentage has separated based on their age wise and listed 
in the table 1. 
Table 1: Age and sex wise distribution of the study 
population 

Age No. Male 
Population 
(%) 

No. 
Female 
Population 
(%) 

Total 
Population 
(%) 

< 30 
years 

1422 (72.9) 526 (27.1) 1948 (100) 

30- 
35 
years 

1658 (60.7) 1071 (39.3) 2729 (100) 

36- 
40 
years 

1427 (69.3) 632 (30.7) 2059 (100) 

41- 
50 
years 

612 (36.25) 1076 
(63.75) 

1688 (100) 

51- 
60 
years 

376 (23.7) 1213 (76.3) 1589 (100) 

>60 
years 

71 (69.7) 31 (30.3) 102 (100) 

V. RESULTS AND  DISCUSSION 

According to the report of total study population, people 

have separated based on their age and sex. From this, the 
total number of male and female has displayed in Fig2 in the 
form of graph. The age of both gender classified as, Below 
30, 30 to 40, 41 to 50, 51to 60 andAbove 60. 

 
Fig 2: Distribution of Age and Sex 

A. Diabetic and Age 

Among the major factors of diabetes, age is considered 
like one kind of major factor. The total number of diabetes 
patients derived from total study population has given in the 
graph with its percentage. Fig3 represents the above 
mentioned details as a graph. 

 
 

Fig 3: Diabetic and Age 

B. Education and Diabetic 

Diabetes awareness between literate and illiterate were 
surveyed. Totally 36.50 % percentage of illiterate people has 
lived in Tamilnadu, 41% percentage of people completed 
their schooling,22.50% percentage completed graduation. 
The comparison is between these categories of people 
represented in the form of graph in Fig4. 
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Fig 4: Education and Diabetic 

C. Air Pollution and Diabetic 

When the pancreas function decreases, the function of 
insulin is reduced. Diabetes occurs when the pancreas does 
not produce sufficient insulin. Today Air pollution is 
increasing throughout the world, and the air is most often 
polluted by the urban area so air pollution may affect the 
pancreas as well as the livelihood may be affected to 
diabetic patients. Here using Honeywell HPm series 
particle sensor, the air pollution(Pm 2.5 and Pm10) detail 
was collected and displayed. An average of air pollutants 
level is given as a graph in fig 5. 

 
Fig 5: Air Pollution and Diabetic 

D. Diabetic Control measure 

According to this study, diabetes people have followed 
insulin or treatment taken from required government 
hospital or have followed any diet to control their diabetes 
or awareness about HCA1C test and carbohydrate count. In 
order to the study of total population has described and the 
number of population based on diabetic control measures 
which is represented in fig 6 as a graph. 

 
Fig 6: Diabetic Control measure 

VI.  CONCLUSION 

Diabetes Mellitus is a chronic disease that can affect 
human life. Massive data was collected from census report 
at 2011, questionnaire and IoT devices. Tamilnadu has been 
separated into four regions with respect to the location. This 
study concentrated mainly on the central region of 
Tamilnadu and total population was surveyed in that region. 
From this, total number of male and female population was 
also reviewed. The number of people living with diabetes in 
the central region was calculated by using various 
parameters. The results of experiments exhibited the number 
of diagnosis made for diabetic patient and were computed 
individually on the basis of their age, education, physical 
activity, dietary history, and air pollution. This paper will 
help to spread the awareness about diabetes among people. 
In future, these experiments may be conducted all over 
Tamilnadu and it may improve the accuracy level with the 
help of various parameters 
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Abstract: Machine learning is a part of AI which develops 

algorithms to learn patterns and make decision form the massive 
data. Recently, Machine learning has been used to resolving 
various critical medical problems. Diabetes is one of the 
dangerous disease, which can lead to more complicated, 
including deaths if not timely treated. The study is designed for 
providing the prevalence of Diabetes Mellitus in Tiruchirappalli 
district using machine learning algorithms and it was detected 
that the polluted air causes diabetes disease and also increases 
the risk of that disease. This proposed work helps the people in 
preventing diabetes disease using various diabetic attributes with 
an aim to enhance the quality of healthcare and lessen the 
diagnoses cost of the disease. In future, the work done may be 
extended by considering many other attributes and by 
implementing it through various algorithms to improve the 
prediction accuracy of diabetes mellitus. 
 

Index Terms: Diabetes Mellitus, Machine Learning, 
Prediction, WEKA . 

I.  INTRODUCTION 

 Machine Learning plays an efficient role in medical 
especially diabetes research. Diabetes is a widely spreading 
disease in this modern society due to exercise gap, increased 
obesity rates, food habits and environment pollutants etc. 
Research on diabetes plays an important role in the field of 
medicine, and the number of daily data in this field is high. 
Continuous measurements are best suited for 
implementation of these data using data mining methods and 
can be handled immediately and these methods differ from 
other traditional methods and also one of the best ways in 
diabetes research when handle massive amounts of data 
related to diabetes. The main difference between them is 
more complicated than statistical approaches. Every day 
vast amount of data are stored in the various domains like 
finance, banking, hospital, etc. and rapidly increasing day by 
day.  Such a     Database may contain potential data that can 
be useful for decision making. Extraction of this valuable 
information manually from large volume of data is 
extremely difficult task. From the rapidly growing data, it is 
very hard to find useful knowledge without using ML 
techniques. Discovered knowledge can be useful in making 
prominent decisions. Data mining is widely used in fields 
such as business, medicine, science, engineering and so on 
[1-5]. 

  
Revised Manuscript Received on July 20, 2019. 

 Dr.L.Arockiam , Associate Professor. Department of Computer 
-2. 

S.Sathyapriya, Ph.D Scholar, Department of Computer Science, St. 
-2. 

V.A.Jane, Ph.D Scholar, Department of C
College(Autonomous), Trichy-2. 

A. Dalvin Vinoth Kumar, Assistant Professor, REVA University, 
Bangalore. 

II.  RELATED  WORKS 

Himansu Das et al., [6] proposed a framework for predicting 
diabetes mellitus. Diabetes Mellitus was predicted by 
classification algorithms such as j48, Naïve Bayes and these 
two were implemented using the weka tool. Questionnaire 
based data collection was done and data cleaning was 
performed to remove the unwanted data. The diabetes 
mellitus had been diagnosed by using j48 and Naïve Bayes. 
The final stage in the proposed framework generated the 
report of diabetes. 
N.Vijayalakshmi and T.Jenifer [7] analysed risk factors of 
diabetes through data mining and statistical analysis 
techniques.  The experiment for diabetes prediction was 
done by using classification algorithms, clustering, and 
subset of evaluation, association rule mining and statistics 
analysis. J48 provided better accuracy of 81% to the given 
dataset than the other techniques. 
C.Kalaiselvi and G.M .Nasiria [8] predicted whether people 
with diabetes may have cancer and heart disease. Diabetes 
dataset was classified by using ANFIS and AGKNN 
algorithm and gained good accuracy level. The performance 
of algorithms was evaluated by using performance metrics. 
The proposed method reduces the complexity than the 
exiting methods. 
Swaroopa shastri et al., [9] proposed a system to predict 
whether type 2 diabetes influences kidney disease. Here by 
the data mining algorithms were utilized. The proposed 
system generated the report of a patient, it assisted doctors, 
and also suggested precautions to the patient from kidney 
disease. 
Huwan- chang et al., [10] developed a model for predicting 
postprandial blood glucose to undiagnosed diabetes cases in 
a cohort study. For this purpose, there were five data mining 
algorithms that were utilized and compared each other in 
this work. The data set used in this model was collected 
from Landseed Hospital in northern Taiwan over the period 
of 2006 to 2013 and also evaluated the performances of the 
data mining algorithms. The overall result of the proposed 
model provided the accurate reasoning and prediction; it 
could be useful to assist doctors to improve the skill of 
diagnosis and prognosis diseases. 
Aiswarya Iyer et al., [11] utilized Decision Tree and Naïve 
Bayes algorithms for predicting diabetes in pregnant 
women. Training and test data  was separated by 10 fold 
cross validation technique and J48 algorithm was employed 

using WEKA. The proposed work concluded that both 
algorithms were efficient for 
the diagnosis of diabetes and 
Naïve Bayes technique gave 
the result with least error rate. 
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A.A. Aljumah et al., [12] recommended a model based on 
regression technique for diabetes treatment. The proposed 
model predicted the diabetes disease by Oracle Data Miner 
tool and results were employed for experimental analysis on 
collected Datasets by support vector machine algorithm 
(SVM). 
Mohammed et al., [13] presented a survey on application 
using Map Reduce programming framework which was 
discussed in early work and discussed Hadoop 
implementation in clinical big data related to healthcare 
fields. 

N.M. Saravana Kumar et al., [14] proposed a Predictive 
Analysis System Architecture with various stages of data 
mining. Prediction approach carried out on Hadoop / Map 
Reduce environment. Predictive Pattern matching system 
was used to compare the threshold value analyzed with the 
estimated value after the analyzed reports were presented by 
the system. 

III.  METHODOLOGY 

The proposed Model plays a significant role in predicting 
diabetic patients and produces the prevalence report of 
diabetes. 

 
Fig 1: Work flow of proposed methodology 

The work flow for diabetic prediction is shown in fig 1. In 
the initial step, the data collection is performed and it done 
through various ways such as questionnaire based data 
collection, sensor based data and some data from clinical 
report. Cloud storage is used where the electronic records 
are stored securely and cloud computing can be utilized for: 
data processing, data analysis and predictive analysis. These 
are carried out by statistical tools and data mining 
techniques. The predicative analytic stage sends the report 
of diabetes prevalence in Tiruchirappalli. 

1.  Data collection: It is one of the most initial steps in 
the proposed model and plays a major in data related 
research. In this paper there were following three types of 

data format collected from sensors, clinical and 
questionnaire. 

2. Questionnaire: The data collected through 
questionnaire is called as the primary data. There were two 
types of data that were collected namely medical data and 

personal details. The questionnaire was prepared and given 
to various people who are living in Tiruchirappalli district. 
The question was developed using Google Form with 22 
questions based on various factors such like gender, habits 

which spoils their health like smoking and alcohol drinking, 
food habit, BMI, medication taken by individual, blood 
pressure, family history , sleeping time, normal health 

problem , work type , educational background, environment 
pollutants  and physical activity. Some of the questions were 
in yes/no format and some were in answer format. The 
model of the questionnaire sheet is given below in fig 2. 

 
Fig 2: Questionnaire model based data collection 

3. Sensor Data: Some data were collected by using 
sensor and also by using medical devices. In this thesis, 

Honeywell HPm Particle Sensor is used to find out the PM 
2.5 and PM10 in the air and it is shown in fig 3. PM means 

particulate matter it used to find out the particles level in the 
air. PM 2.5 means particles with a size below 2.5 microns 
and PM10 includes particles with 10 microns and below. 
PM 2.5 is very serious than PM10 because PM2.5 contain 
very small particles it can travel to our lungs deeply and 

then causes more harmful effects. Further, it can lead to 
diabetes. In this paper particle matter is considered as a 
factor to predict the diabetes disease because air is an 
important factor for the people to survive in the world. 

 
Fig 3: Data collection from sensor 

4. Pre-Processing: Data Pre-processing is an important step 
during knowledge discovering. The collected data may 
contain missing, fault and outliers etc., Removal of these 
kinds of invalid data may produce misleading outcomes and 
makes knowledge discovery a challenge. Data is pre-
processed by different ways such as cleaning, normalization, 
transformation, feature extraction and selection, etc. The 
major obstacle with clinical data is that redundant records 
and these records are eliminated to enhance the detection 
accuracy. Data transformation and data validation are two 
important pre-processing techniques. 
5. Data Storage: The data stored in a cloud storage system 
with remote servers that accessible by internet and it 
managed, operated, and maintained by service provider. 
This proposed approach, the collected data are stored in 
ThingSpeak which is a cloud service provider. The flow of 
storage is showed in the fig 4. 
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Fig 4: Collection of various data ) 

IV.  PREDICTION  OF DIABETES 

The study made on various classification algorithms used in 
existing methods, three algorithms play major role in 
predicting Diabetes mellitus. They are J48, KNN, and Naïve 
Bayes. The PIMA Indian Dataset was applied to these 3 
algorithms in which J48 algorithm predicts results with 
better accuracy [15]. So in this study J48 is used and the 
collected data is applied in WEKA to classify Diabetes 
Mellitus based on different attributes like age, sex, income, 
education, work type, blood pressure (diastolic and systolic), 
body mass index (BMI), dietary history, physical activity, 
pattern and Pm (Pm2.5& Pm10). The outcome of predicting 
Diabetes Mellitus is represented as a class variable 1 or 0, 
depending on whether the person has diabetes or not 
respectively. 
The nature of the collected data has described in this section. 
The overall male and female from the total study population 
has been separated based on their age with a percentage of 
the population and it is listed below in the table 1. 
Table 1: Distribution of population based on their age and 
sex 

Age No. Male  
Populati
on (%) 

No. Female 
Population 
(%) 

Total 
Population 
(%) 

< 30 
years 

 
42(59.15
%) 

29(40.84%) 71 (5.81) 

30- 35 
years 

31 
(58.49%) 

22(41.50) 53(4.34) 

36- 40 
years 

172(64.6
6) 

94 (35.33) 266(21.78) 

41- 50 
years 

612 
(48.84) 

310 (51.15) 606 (49.63) 

51- 60 
years 

118(68.2
0) 

55 (31.79) 173 (14.16) 

>60 
years 

21(40.38) 31(59.61) 52(4.25) 

 
A. Family and Income: From the study of population, 
people are separated based on their family and income. They 
were grouped into four categories based on their  income 
style  such as below 50,000, 50,000 to 1,50,000, 1,50,000 to 
2,00,000 and above 2,00,000. According to these categories, 
people were separated like diabetic and non-diabetic and 
tabulated as shown in table 2. 

Table 2: population separated based their monthly income 
Income Total Percentage of 

total (%) 
Below 50,000 341 27.92 

50,000 to 
1,50,000 

662 54.21 

1,50,000 to 
2,00,000 

161 13.18 

above 2,00,000 57 4.66 

B. Education: In Tiruchirappalli district, people are living 
with various education levels, such as school, college, and 
illiterate. These survey details are given in the fig 5.
 

 
Fig 5: Education level based division 

C. Work Type: According to the physical work of 
individuals, the work is categorized as easy, medium, and 
hard and based on their work type the details about diabetic 
patients were represented in the fig 6. 
 

 
Fig 6: Population divided by work type. 

D. Awareness of Diabetes Test: People who have diabetes 
are certainly aware of the disease and also will be aware of 
the precautions to be taken.  The evaluation of awareness 
among people is depicted as a graph in fig 7. 
 

 
 

Fig 7: Awareness about Diabetes Mellitus 
Furthermore, sugar count helps to find out the sugar level of 
an individual, suppose if a person has a sugar count below 
140 then it is known as low sugar level, or if the sugar count 
is above 140 to 180 then the sugar level is normal, which is 
also called as pre-diabetic but if the sugar count exceed 
above 180 then the count is high. The surveyed result is 
shown in Table3. 
Table 3: Sugar level based on the sugar test. 

 low 
sugar 

pre- 
diabetes 

high sugar 

below 140 37.2   
140 - 180  42.6  

above 180   20.2 

 
E. Blood Pressure and Work Type: Blood pressure varies 

of works such as easy, medium and hard. The pressure level 
is also divided into high, medium and normal.  Figure 8 
depicts the list of people who have blood pressure, which is 
separated based on easy, medium and hard type of work. 

Education Level 

School 

College 

Illiterate 

Population based on work  type 

Easy 

Medium  

Hard 

0 

50 

100 

150 

HbA1C Sugar 
glucose 

No 

Yes 
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Fig 8: Work type vs Blood pressure level 

F. Smoking and Liquor Drinking Habits: People, who are 
smoking, consuming alcohol, both smoking & consuming 
alcohol  are 314, 193 and 178 respectively 
Table4: List of data related with smoking and drinking. 
7. Air Quality: Air quality is as an important factor in this 
study because it also one of the reason for diabetes mellitus. 
The air quality level is measured through the PM2.5 and 
PM10 level in the air and fixed into the area to evaluate the 
particle level. From this the PM level is measured and 
separated among diabetes people that showed in table 5. 

Table 5: Air quality and Diabetes 
Air 
Quality 

 
Diabetic 

Non-
Diabetic 

High 68 36 

Medium 15 47 

Low 17 17 

V. CONCLUSION 

In Machine Learning data patterns are extracted by 
applying intelligent methods. These methods provided the 
great opportunities to assist physicians deal with this large 
amount of data. This study provided a view about the 
prevalence of diabetes mellitus using classification 
techniques. It helps the patients to prevent themselves from 
the disease. Decision tree model has outperformed than 
naïve Bayes and KNN techniques. The proposed work 
detected that the polluted air causes the diabetes and also 
increases the risk of diabetes. The proposed work can be 
further enhanced and expanded with stacking techniques to 
increase the accuracy of prediction.. 
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Abstract 
 The Internet of Things (IoT) is a significant technology that offers well-organized and 
trustworthy solutions for the innovation of many domains. Agriculture is one of the most 
concerned fields in IoT, where IoT based solutions are used to automate the maintenance and 
monitoring process with least human intervention. Large scale IoT based agricultural 
environment generates a large amount of data every moment. The agro-production environment 
is complex and there are numerous discrepancies in the collected raw data that cannot be directly 
traced by analysis and mining. To handle these inconsistencies in IoT agricultural data, this paper 
proposes a technique called Detection and Removal of Noise(DaRoN). The proposed technique 
removes the null values, error values, repeated values, incomplete values, and irrelevant values 
using measures of central tendency. In addition, a comparative analysis was performed with 
existingnoise removal techniques and the performance is measured using the Support Vector 
Machine(SVM) classifier. In this proposed research work, noisy data is eliminated to enhance 
classification accuracy. The DaRoN technique will be useful for improving the quality of 
collected data in agricultural environment. 
 
Key Words 
Noise, Data cleaning, IoT, Preprocessing, Noise removal, Smart Agriculture. 
 
Section I: Introduction  

IoT is a predominant technology which makes many applications smarter using its 
features [1]. In the past, gathering data in agriculture environment was a difficult task especially 
in monitoring systems but IoT removes all those strenuous part with the help of sensors. Here, 
sensors play a vital role in data collection and generates enormous data every day.  These data 
contain missing values, noise, outliers, and duplicate values [2]. If any one of the above is 
present in the collected data, then it will reduce the quality of outputs. Among which, Noise is 
one of the most considerable one and it is defined as meaningless information like, corrupted 
values, repeated values, error values, null values etc., These problems occur due to the reasons 
such as connection error, detection error, and collision problem in IoT [3]. If the dataset contains 
noisy values, then many problems will occur during the analytical process. 

Noise is classified into two types such as point noise and continuous noise. The Point 
noise has sudden deviation from other data points.So this could be identified easily. The 
Continuous noise is difficult to identify because the deviation gets increased from point to points. 
For removing these types of noise, mean, median and mode methods are used. Noise can also be 
categorized based on the occurrences in the dataset. If the noise occurs in the class column then it 
is called class noise. If the noise occurs in the attribute column then it is called attribute noise. In 
contrast to class noise, attribute noise is more harmful because it directly affects the data. Thus, 
noise in the dataset will affect the accuracy of the analytics model [4]. So, there is a need for data 
pre-processing. 
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 Pre-processing techniques [5] are categorized into various types such as data cleaning, 
data integration, data transformation and data reduction. This paper focuses on noise removal 
and it comes under the process of data cleaning.The rest of the paper explains more details about 
the proposed technique and the paper is organized as follows, section II explores the related 
works on the relevant area, Section III describes the methodology of the proposed work, section 
IV summarizes the results & discussion and section V concludes the work. 

 
Section II: Related Work 

Peter et al.,[6] overviewed the role of Data mining in IoT. This work discussed about all 
the technologies, methods and algorithms related to the Data mining process with respect to 
various IoT applications. Also, it described the role of data management in smart environments. 

Kun et al., [7] proposed clustering-based particle swarm optimization (CPSO) approach 
to handle data in the DSM (Data Stream Mining). In which, sliding window technique was used 
for data segmentation and SFX (Statistical Feature Extraction) was used for variable partitioning. 
The proposed approach was implemented using five types of IoT data set (Home, Gas, Ocean, 
and Electricity). The results were evaluated, and the proposed approach improved the accuracy 
but increased the complexity of algorithms and the over fitting problem. 

HumaJamshed et al.,[8] discussed about various pre-processing techniques for mining 
and analysis tasks. In this work, the important methods of data pre-processing were described 
which includes data cleaning, data transformation, data reduction and data integration. The 
author proposed a technique for the same and explained with simple text data case study. The 
proposed technique dealt with noise removal, tokenization, and normalization. The paper 
concluded that the advanced techniques like machine learning improved the effectiveness of pre-
processing. 

Asiya et al., [9] compared the performance of noise cancellation techniques in IoT 
enabled Telecardiology System. The techniques which were taken for comparison were LMS 
(Least Mean Square), NLMS (Normalized Least Mean Square), CLLMS (Circular Leaky Least 
Mean Square) and VSS-CLLMS (Variable Step Size CLLMS). Baseline Wander (BW) 
elimination (lowest frequency in ECG (ElectroCardioGram)). VSS-CLLMS method achieved 
high SNRI (Signal to Noise Ratio Improvement). Theauthors focused on ECG data pre-
processing with filtering mechanisms. 

Liu et al., [10] proposed a technique to handle noise in IoT data by using anomaly 
detection technique. The proposed technique measured the rate of change and deviation by using 
a sliding window and statistical techniques. Also, it identified the noise in the dataset based on 
neighbour behaviour and erroneous data removal process was difficult if error was identified in 
the continuous neighbour. Here, the identification process consumed more time. 

Wang et al.,[11] proposed a framework for wind data pre-processing and prediction. In 
this proposed work,Complete Ensemble Empirical Mode Decomposition with Adaptive Noise 
(CEEDMAN)technique used to remove noise in the wind data and MTO (multi-tracker 
optimizer) was used for error detection. Finally, neural network layers were utilized for model 
building. The proposed CEEDMDAN technique was suitable only for limited sized datasets and 
while large datasets were considered it increased the mean error. 

Sanyall et al.,[12] proposed a scheme to handle the veracity problems (Noise, Missing 
values, Outliers and redundancy) in IoT sensor data. The proposed scheme consisted of two 
parts, first part dealt with data aggregation using cluster method and the second part dealt with 
data pre-processing using robust dominant subspace estimation and tracking methods. Random 
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outputs generated by dominant subspace selection increased outliers so the overall performance 
was decreased. 

Sáez et al.,[13] presented a method Iterative Class Noise Filter (INFFC) that combined 
many classifiers for detecting noise in an iterative manner.The filtration method was introduced 
to identify the noise by eliminating the process of noise detection at each new iteration. 

Garcia et al.,[14] improved noise detection using an ensemble of noise filtering methods. 
The proposed approach Meta Learner (MTL) reduced the redundant data in the dataset, as well 
as eliminated the irrelevant data. For that, Meta features were created from corrupted datasets 
and provided a meta-learning model that predictednoisy data. 

 
Section III: DaRoN Proposed Technique 

In the agricultural scenario, irrigation system requires constant monitoring without 
human intervention. To automate this process, the proposed DaRoN technique uses IoT sensors 
to collect data and stores the collected data in cloud. Later the collected data are pre-processed 
using the measures of central tendency and the performance of the pre-processed dataset is 
analysed using Support Vector Machine (SVM) classifier. In traditional noise handling 
techniques, there are 3 phases namely,Robust (detection of any analysis errors to make the data 
standardized), Filtering (using various measures to remove noise), and Polishing (Replacing 
error values)[15]. The novelty of the proposed DaRoN is that it combines the 3 phases into one 
to produce a Noiseless dataset. 
Robust and filtering are done using pre-defined conditions and polishing is done by using 
measures of central tendency. The work flow of the DaRoN technique is given below in figure 1. 

  
 
 
 

Phase 3. Preprocessing Layer 

  
 

Phase 2: Storing Layer 

 
 
Phase I: Sensing Layer 

Figure 1: Work flow of the Existing vs. DaRoN technique 

Data Collection Data Collection 

Data Storage 

Robust 

Filtering 

Polishing 

Data Storage 

DaRoN Technique 

Robust +Filtering +Polishing 

Cleaned Data Cleaned Data 

Existing methods    DaRoN Technique 
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From the workflow of the proposed work, the pre-processed agricultural dataset yields 

noiseless cleaned dataset which increases the performance of the classifier. 
Phase I: Sensing Layer 
Phase one deals with the data collection that is done by using various IoT sensors in agricultural 
environment. There are five sensors used namely, humidity sensor, temperature sensor, soil 
moisture sensor, wind speed sensor and rain sensor. Sensors are placed in different places and 
connected to the cloud. Each sensor plays a unique role in monitoring the environment and 
continuously collects data. Humidity sensor collects the data about moisture level in the air. This 
data will be useful in determining whether irrigation is needed or not. Soil moisture sensor 
measures the percentage of water present in the soil. In this work, both the humidity and soil 
moisture sensor data are taken together to make irrigation decisions. The temperature sensor is 
generally used to measure temperature level from time to time. The rain sensor is used to collect 
rain level.  The primary work of this sensor is to shut down the entire irrigation system during 
heavy rain fall. Data from these sensors are collected automatically and sent to the server directly 
for further processing. 
Phase 2: Storing Layer 

Second layer is storing layer, which is used for data storage purpose. Basically, data can 
be stored on local devices, but to handle large data, cloud storage is the best. So, the proposed 
technique uses cloud to store the data. Many open-source clouds are available, one of them is 
ThinkSpeak cloud server which provides open-source computing model, where data can be 
stored and retrieved remotely with the help of internet. The stored data is maintained, operated, 
and managed by a service provider.  In ThinkSpeak, an account is created and built with various 
fields such as soil field, humidity field, temperature field, and rain field to store their respective 
information. After that, the stored data is forwarded to the preprocessing layer. 
Phase 3. Preprocessing Layer 

In this layer, the proposednoise removal technique is used.This novel technique uses the 
measures of central tendency. Traditional Noise removal techniques use three phasessuch as 
robust, filtering and polishing.But, the proposed DaRoN technique combines these three phases 
in a single phase by using the measures of Central tendency which gives better performance. The 
proposed technique selects thenearestmean value to replace repetitive and null values. Nearest 
Mode value is selected to remove Point Noise.All replacementsare done with respect to Time 
Details (Td).The Central tendency measures are listed below. 

 = 
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Let L = {L1,L Ln}, where, L1, L2 nare different locations. 

Each location has various sensors that are Tn, Sn, Hn, Rn and Wn where n denotes number 
oflocations, Tn n  Soil moisture sensor, Hn  Humidity sensor, Rn  
Rain sensor, Wn   
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If location number is one then the set of L1 is, L1= {t1, s1, h1, r1, w1}. Similarly, L2, L3, L4 
and L5 sets are defined. In the proposed work, 5 different locations are considered, so the total 
number of sensors in each category can be written as, 

T= {t1, t2, t3, t4, t5}, 
S ={s1, s2, s3, s4, s5}, 
H = {h1, h2, h3, h4, h5}, 
R = {r1, r2, r3, r4 r5} 
W = {w1, w2, w3, w4, w5} 

 
Therefore, L can be written as L = {T, S, H, R, W} 
 
DaRoN Technique for noise detection and removal 
 

 
 

Section IV: Result and discussion 
 This section describes the performance of the proposed DaRoN Technique using the 
conventional measures such as precision, F1 score, recall and accuracy.Table 3 shows the details 
of the collected data. Finally, the cleaned dataset is applied to the SVM classifier for analysing 
the performance of the proposed DaRoN technique. 
  

for (int i = 0; i    // One observation per two hour 

collect r1(Td[i])  

for (int i=0; i<n; i++) 

if( r1 (Td[i])  <  r 1(Td[i+1]))   //Checking Redundant values based on TimeTd 

 remove r1(Td[i]) 

 compute rest of R, and all elements in T,W, H, S 

if(compare r1 with R (µ), R(M), & R(Z) // Checking point noise and error value 

 replace with R(µ), R(M), & R(Z)// Common for rest of R and T, W, S, H 

if (r1> 0)    // M,Z,µ are Calculated with respective to Td[i] value 

 compute rest of R, and all elements in T,W, H, S 

else 

 compute rest of R, and all elements in T,W, H, S 

end if 

end for 
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Table 3 Collected Data Details 
Type Amount 
Total Data (Rows) 19,520(6 Months Data) 
Noise 9,760 
Point 
Noise 

Repetitive Collision Null 4782 4326 118 652 

Features(Columns) 32 
 
The existing pre-processing methods such as Iterative Class Noise Filter (INFFC), Meta 

Learner (MTL) and (CEEDMAN) are applied on the collected dataset and fed to the classifier 
after cleaning. Then the proposed DaRoN Technique is compared with existing techniques based 
on the performance metrics. The proposed DaRoN technique enhances the accuracy than others 
and the comparison results are shown in Figure 2. 

 

 
Figure 2:Comparison Result 
 

Section V: Conclusion 
In IoT agricultural data needs pre-processing for efficient decision making. The raw data 

collected from IoT environment has inconsistency issues which affect the efficiency and 
accuracy of decision making. So, refinement of data is needed.  The proposed DaRoN handles 
the noisy data efficiently. It consists of three layers. First layer collects data from sensors placed 
in various locations, the collected data is stored in the second layer, and the third layer performs 
data cleaning process. The proposed technique detects noisy data and replaces it based on pre-
defined conditions and measures of central tendency. Finally, the results were compared with 
existing methods and the proposed technique outperformed others by improvingthe classification 
accuracy. In future, issues like missing values and outliers may also be considered to further 
improve accuracy. 
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Abstract: Internet of Things (IoT) is a growing technology in all fields of science and engineering. The amount of 
data emitted by the sensors used in the various fields is high. Therefore, efficient knowledge from such large 
datasets is a clear requirement of many users. This large data is far from perfect; it has many defects (such as noise, 
missing values, outliers etc.) and is not suitable for analysis because it can lead to incorrect conclusions. So, data 
preprocessing is a required technique for such data. Data preprocessing is an important and essential step, the main 
goal of which is to dedicate techniques to clean, refine, repair and improve that raw data. This paper proposes a 
survey on IoT data preprocessing and its techniques. This paper discusses exiting research on data preprocessing 
in the IoT context and, introduces the background of IoT data preprocessing and present literature reviews of the 
advanced research on data preprocessing techniques. The classification of various preprocessing approaches with 
techniques is clearly depicted in the figure. Various approaches of preprocessing cleaning, transformation, 
reduction and integration are described. In addition, methods for such approaches in IoT data preprocessing are 
also discussed. IoT Data preprocessing techniques on various applications are tabulated. Finally, issues and 
challenges, most useful in future work, are discussed. 
 
Keywords: IoT, Preprocessing, Data Cleaning, Noise handling 

___________________________________________________________________________ 
  
1. Introduction 

Internet of Things basically refers to a network of objects that are connected to the Internet. It is an 
excellent computerization and analysis system across various industries such as agriculture, medical, transport, 
city, etc., [1]. Being connected to the Internet, one can collect data and send it over the internet, receive information 
from the internet, or do both. In the Internet of Things (IoT), the connected devices / sensors generate data 
enormously. These data are transferred to the cloud database for analyzing and to create smart applications. Data 
analytics is a very important technique to find insights from these data [2].  Before analyzing the data, data 
preprocessing plays a vital task owing to such kind of data with many defects like missing, noise, and inconsistent 
data.  It is a kind of key stages in knowledge discovery process [3]. Low-quality data can undermine the 
effectiveness of successive learning algorithms. Therefore, avoiding the impact in quality, improves reliability of 
successive automated innovations and enhances decisions by taking appropriate preprocessing methods. There are 
various techniques involved in it, namely, data transformation, data reduction, data normalization, data cleaning, 
and data integration [5]. These techniques simplify the data by selecting or eradicating unnecessary features and 
dividing difficult constant feature spaces. During this process, the original input construction needs to be 
maintained and processing time need to be considered. Some benefits of data preprocessing are rapid training of 
learning methods, advanced generalization skills, as well as better understanding and easy interpretation of results 
[6]. This paper aims to survey on data preprocessing, its techniques and existing contributions of data 
preprocessing. This survey constructed as follows: In part II, The related works on data preprocessing in IoT 
environments and its techniques are discussed. Part III summarizes the techniques in various IoT based application, 
and part V concludes this work. 
2. Related work 

Hui et al., [7] reviewed the physical sensor errors that occur during the data-collection process. This paper 
described types of physical sensor errors, various error-detection mechanisms, error-correction techniques and also 
explained the differences between the techniques. Among error-detection and correction mechanisms, Principal 
Component Analysis (PCA) and Artificial Neural Network (ANN) provided better results. 

Mathew et al., [8] compared various preprocessing techniques, namely, Kalman filter, z-scoring and 
moving Average filter. Firstly, preprocessing techniques were applied to the chemical sensor data to clean it. After 
that, the dataset is cleaned and evaluated using different classifiers such as Linear Discriminant Analysis (LDA), 
K Nearest Neighbor (KNN), and Support Vector Classifier (SVC). Finally, the performances of the various 
preprocessing techniques were calculated.  Among these, it was observed that the Kalman filter technique provided 
better result than others. 
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Zena et al.,[9] reviewed methods of selecting and extracting features for high-dimensional Microarray 
cancer dataset. The writer discussed about the problems of irrelevant and redundant features in the micro array 
dataset. Also, the importance of dimensionality reduction, its advantages and drawbacks were discussed. 

Chao et al.,[10] explained the process of data transmission in IoT environment. A preprocessing technique 
was adopted for reducing transmission time and increasing processing speedbut this work, only focused on 
reducing data transmission time. 

Evgeniy [11] proposed architecture for preprocessing sensor data. Various preprocessing techniques 
suitable for proposed architecture were found. Streaming sensor data, the Univariate time series dataset, was 
utilized in this architecture. 

Natarajasivan et al.,[12] proposed filter-based monitoring system for IoT Context. Sensors utilized in this 
work for sensing acceleration, position, vision, audio, temperature and direction. Kalman filter was utilized to 
process the collected data from those sensors and to evaluate the results using SVM. The proposed system 
consumed more time. 

Cleber et al.,[13] surveyed all IoT application papers published since 2015. The author numbered the IoT 
application based on the usage. Smart home applications are used widely used by the researchers when compared 
with others. The sensor used in the smart environments is also discussed. 

Rajalakshmi et al.,[14] discussed the function of IoT in smart appliances and summarized the problems 
such as data aggregation, scalability, data fusion, de-noising, heterogeneity, data outlier detection, real-time 
processing and missing data imputation. The author explained the usage of cloud, fog and edge computing in IoT 
to improve the analytics process and described the IoT data analytics process using a drone for traffic-monitoring 
system. 

David et al.,[15] reviewed the data management problems in IoT environment,  namely data collection, 
cleaning, integration, migration and processing. The author discussed the advanced data-processing technologies 
such as AI, machine learning, deep learning, and data mining. 

Karinaer al.,[16]  presented a survey on preprocessing techniques with relevant issues related to data 
mining. The fundamental concepts of data mining, preprocessing techniques and its issues were explained in detail. 
Moreover, it offered various solutions and discussed future directions. 

García et al.,[17] proposed data preprocessing methods for big data era. The key areas of data 
preprocessing and current open challenges were explained. Moreover, the different data preprocessing techniques, 
namely, normalization, discretization, subset selection and extraction, feature indexers and encoders. In addition, 
other techniques for text mining were reviewed. Also, major issues of big data preprocessing were highlighted. 

Jayaram et al.,[18] presented a study on data preprocessing methods. The main aim was to provide 
solutions for various problems of data preprocessing. The author focused data cleaning methods that includes filter, 
imputation, hybrid, wrapper and ensemble methods. The process and uses of each methods were described with 
examples. In particular, noise, data handling were considered and explanations regarding how to detect and treat 
it were given. Finally, the challenges while dealing with data cleaning at different fields were illustrated. 

Huma Jamshed et al.,[19] discussed various big data Preprocessing techniques to clean data for further 
mining and analysis tasks. Initially, the important steps involved during the data preprocessing were explained. 
Then, a framework for web data preprocessing was proposed and each step was explained one by one. Finally, the 
simple text data was applied on the framework and preprocessing steps, like noisy removal, tokenization, 
normalization, were done. 
Categories of preprocessing techniques 

Data preprocessing is the process to make real world data more suitable for data mining process [20]. 
Real-world data is more noisy, contains missing values and a lot of ambiguous information, and these data are 
large in size. These factors cause the deterioration of the quality of the data during the result that obtaining after 
the mining or modeling. Therefore, before mining or modeling the data, it must be passed through improvement 
techniques known as data preprocessing. There are different techniques to perform such kind of process to make 
the data suitable for analyzing purposes. The categories of data pre- 
processing techniques are shown in fig 1. 

 

Preprocessing Techniques 

Data Cleaning Data Integration Data Transformation Data Reduction 

Fig: 1 Categories of data preprocessing Techniques 
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Data cleaning can be defined as the process of eliminating the erroneous and missing part in the data. The 
process of handling these noisy and missing values can be achieved by various ways, that shown in fig 2.

 
Data integration is one important technique in preprocessing which combines data from different source 

and giving users an integrated view of this data.  Mainly, Data integration is done through two main approaches, 
that are explains in the following fig 3. 

 
Data reduction techniques can be used to obtain a data set, which are very small in size but yield, the 

same analytical results. Data reduction approaches utilized to diminish the unnecessary data as well as improve 
analytical process. Traditional, data reduction approaches are depicted in fig 4. 

Data Cleaning 

Missing Values Noisy Removal 

Deletion 
Method 

1 .List-wise, 
2. Pairwise, 
3. Dropping 

Variables 
Techniques 

 

Imputation 
Techniques 

1. Deductive 
Imputation, 

2. 
Mean/Median/Mode 
Imputation, 

3. Random 
Sampling Imputation, 

4. Regression 
Imputation, 

5. Multiple 
Imputation 

1. Linear 
Regression, 

2. Random 
Forest, 

3. K Nearest 
Neighbor, 

4. Expectation 
Maximization 

5. Sensitivity 
Analysis 

 

Predictive & 
statistical Models 

Feature 
Selection or 
Elimination 

Noise 
in Record  

Anom
alies 

1. Filter 
Method, 

2. Wrapped 
Method 

3. Embedded 
Methods 

 

1 .K Fold 
Validation 

2. Manual 
Methods 

 

1. Cluster Based 
Anomaly Detection 

2. SVM-Based 
Anomaly Detection 

 

Fig: 2 Data Cleaning Techniques 

Data Integration 

Tight Coupling Approach Lose Coupling Approach 

ETL (Extraction, Transformation 
and Loading) Process 

Query Based Process 

Fig: 3 Data Integration Techniques 
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transformation includes various functions to achieve the perfect format that shown in fig 5.

 
The above discussed techniques are mostly used for reducing the defects in dataset. By applying these 

techniques,  the process of analytical models can be improved. 
Moreover, the related work on preprocessing in various IoT-based applications are surveyed and listed in 

the following table 1. 
Table 1: Uses of preprocessing Techniques in IoT-based Applications 

Author 
Name & Year 

Objective Technique 
/Algorithm/Tool 

Application Domain 
/ Dataset 

DiviyaPra
bha 2016 [21] 

Discuss various 
Technology that 
used in IoT for 
Data Collection 
and Data 
processing 

Eclipse, KinomaJS, 
M2MLabs Mainspring, 
Node-RED, Raspberry Pi, 
RFID, QT (Quick 
Response), NFC (Near 
Field Communication), 
BLE (Bluetooth Low 
Energy), ZigBee 

General IoT 
Environment 

Data Reduction 

Figure: 4 Data Reduction Techniques 

Data Cube 
Aggregation 

 

Attrib
ute Subset 
Selections 

Dimensionalit
y Reduction 

 

Discretizati
on 

 

Concept 
Hierarchy 
Generation 

Numerosity 
Reductions 

 

1. Statistical and 

2. Computational 
Methods 

 

3. PCA, 

4. Backward Feature 
Elimination, 

5. Forward Feature 
Construction, 

6. Discriminant Methods 

7. Top down 
Discretization 
and 

8. Bottom up 
Discretization 

 

9. Binning, 
Histogram 
Analysis 
and 

10. Clustering 

Figure: 5 Data Transformation Techniques 

Data Transformation 

Smoothin Aggregatio Discretizati Attribute 
Construction 

Generalization Normalization 

11. Min Max Normalization, 

12. Z-Score Normalization and 
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Peter 
2017[22] 

Overview Data 
Mining (DM)  the 
Internet of Things 
(IoT), 
Preprocessing, 
Predictive 
Analytics 

 

Machine Learning, 
Deep Learning, Natural 
Language 
Processing(NLP) 

IoT Data 

Brink2017 

[23] 

Provide 
solutions to 
Preprocessing 
problems 

 

Modified Traditional 
Kalman Filter, intermittent 
Schmidt Kalman filter 

(ISKF), the fixed-
weight partial-update 
Schmidt Kalman filter 

(FPSKF), and the 
partial-update Schmidt
Kalman filter (PSKF) 

IMU camera Data 

Bhavana 

2017[24] 

 

Survey & 
Discussion 

IoT, Traditional 
Database management, 
Cloud, Sensor Data. 

IoT Data 

Shobanade
vi 2017 [25] 

Explain Role of 
Data Mining and 
Big Data in IoT 

MapReduce, Appache 
Hadoop, KMeans, 

KNN(K nearest 
Neighbor), 

SVM(Support Vector 
Machine), 

Random Forest, 
Apriori 

Health Care, Home 
Automation, Smart City 

Akshat 

2018[26] 

Review Data mining, IoT, 
Knowledge 

Discovery in Databases 
(KDD), Machine Learning 

IoT Data 

Pavithra 
2019 [27] 

Elaborate Role 
of Big Data in IoT 
to job and Market 

Streaming Analytics, 
Spatial Analytics,  Time 
Series Analytics, 
Prescriptive Analysis 

General IoT 
Environment 

Sandip 

2019[28] 

Survey IoT, Radio Frequency 
Identification 
(RFID),Cloud, Machine to 
Machine Communication, 
Sensors and Actuators, 
Network Connectivity, 
Data Mining 
Preprocessing. 

Smart application 
Data 

Alcalde 

2019 [29] 

Library Data Stream Library 
for Big Data Preprocessing 

DPASF 

Streaming Big Data 

Shivani 
2019 [30] 

Comparative 
Study 

Reviewed all papers 
related with Noisy Data 
Between January 1993 to 
July 2018 

Real world Data 
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Conclusion 
Big data is now rapidly expanding across all domains such as education, agriculture, healthcare, 

institutions, web mining etc., Learning knowledge from this massive data is an interesting task as well as 
challenging one.  Knowledge gaining from large sets of data brings significant opportunities and transformational 
potential to different sectors. But, the massive data comes with imperfection like noisy, missing values etc., this 
can lead to decrease in the efficiency and accuracy of decision making. So, refinement of data is required.  This 
work offers the systematic flow of survey on data preprocessing techniques in the area of IoT and big environments. 
In which, the fundamentals of data preprocessing was covered, and literature reviews that related to the data 
preprocessing techniques were described. The classification of various pre-processing approaches with techniques 
was clearly depicted by the figure. Various approaches of preprocessing cleaning, transformation, reduction and 
integration with methods or techniques were illustrated. Data preprocessing techniques on various application were 
tabulated. Finally, issues and challenges, which need to be taken attention of in the future, were presented.
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