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ABSTRACT

Having known that the usage of Internet-based telcigies and the enormous
quantity of data it generates, the methods traukifiy available to process those data
become void. The datasets which are tough to psomesknown as “Big Data”. Such
data would majorly be unstructured data; howeveeuyctured kinds of data will be
limited and domain-specific, which are often fowjkrated under IoT environments.
These structured data only have an enormous guaoitiuseful information, that
might be insightful while many decision-making pesses. These unstructured data
would become insightful only if those data couldgrecessed effectively. One such
effective method of acquiring insightful informatios the deployment of semantics
and applying ontology data into the semantics.

This difficulty of handling data would be even mat#ficult in the case of
Health care applications, especially in effectiviendling the data in case of critically
dangerous diseases like Diabetes. Furthermorgyratten of 10T systems and health
care applications also becomes tedious. Thus, rdgsarch work is proposed by
concentrating otoT semantic ontology deep learning methodsanddomain-based
knowledge Models are proposed and compared in each phatbe sésearch works
by evaluating the critically important performaneetrics with the deployment of
diverse tools.

The proposed methodology of Rule Embedded Semabtitology-based
DNN Classifier (RESOC_DNN) was to hold together tb& and domain-specific

data. This method generates various rules withesittablishment of a rule engine for



the sake of validation of ontology, which is funtlaéded in developing the classification
of the diabetic disease. First, diverse seriesat dvas collected from various IoT
enabled devices. Then, the ontology is built amdrthes for the prediction is framed,
followed by the building of the DNN-based modeln&lly, the classification of data
into two categories such as “Diabetic” or “Non-Detib” takes place with considerable
accuracy.

The proposed methodology of Improved-DNN with byndiulti-objective
Optimization (IMO_DNN) for predicting the risk ofibetes Patients was done to
realize further risk levels of the Diabetic diseaseng with the prediction of disease
to prevent the patients from death or ending u@imore critical condition. The
prepared ontology data would be given as the itpyiredict Diabetes mellitus with
the integration of the loss function, Softmax fuoef and Binary Multiple-Objective
Optimization for categorizing the risk levels intoee, namely: “Low Risk”, Medium
Risk” and “High Risk”. The objective of the work w&o achieve better performance
characteristics in terms of accuracy, precision, S¢bre, and Recall, which was
accomplished and compared with other machine legrmethodologies like RNN,
CNN, and ANN.

The proposed methodology of an Enhanced IMO_DNNVIEXB_DNN)
with Boosting was done for improving the accuratyisk prediction categorization
made in the previous phases. The capabilities td#gcaizing the data into low or
medium or high risk is improved by using the coricgdMO_DNN with methods of
XGBoost, feature selection, Classification, and Wd®ptimization. This proposed

model ensured that the diabetes disease risk lewaie properly predicted with the



optimized features. Like the previous work, the fpenance of the Enhanced
IMO_DNN model was evaluated in terms of accuracgcision, F1Score, and Recall
by comparing against the models like IMO_DNN, RNONNN and ANN.

The more improvised model was Enhanced IMO_DNN,clvhivas able to

predict diabetes disease along with the risk lewals better accuracy and precision.
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Chapter — 1 Introduction

CHAPTER -1
INTRODUCTION

1 Introduction

The introductory chapter of the thesis discusseshtisics and applications of
Internet of Things (IoT) in the sector of Heathecéor the sake of diagnosing various
diseases or ailment towards the betterment of tn@ath health. Then, the functions
and evolution of IoT along with its layers presenit is discussed.

Subsequently, the basic concepts of Data Analyaiiter which the relationship
among loT and Big Data is described, techniquesdoess the 10T data and applications
are briefed.

Then, the basic concepts of 10T semantics are sis&xl) after which the need,
significance of semantics in loT Application, andfew of the earlier proposed
Semantic-oriented process are briefed.

Then, the basic concepts of Deep Learning are predewith the help of its
application in IoT arena. Various classification thozlologies proposed based on
Deep Neural Networks are also briefed.

Next, the background and motivation pertainingh present work is presented
to identify the Research Gaps / Problem Stateméiter identifying the Problem
Statement, the objectives are projected to addhessarious limitations in the health
care. At the last, the thesis organization is emftwherein all the five chapters are
outlined and summarized.

This work is majorly proposed and implemented viaitkground concepts of

loT-oriented methods to diagnose the Diabetes sesea

IoT Semantic Based Deep Learning Models for DiabBiegase Prediction 1



Chapter — 1 Introduction

1.1 Introduction to Internet of Things (IoT)

Internet of Things (loT) refers to a number of ths” that are interconnected
with the utilization of Internet for the sake ofasimg information among all other
things connected [Pat, 16]. Different types of lbdased applications were found
deployed in diversified fields, which had been sssful in producing favorable
benefits to its users. These devices generate @usramounts of data every day, and
this data can only become valuable if it could h&lyzed to produce insights [Da, 14].

In all the sectors, various devices need to beluaebfor applications like
measuring or monitoring or identifying any typeasindition. Thus, the 10T becomes
the most sought solution for many such sectore@asd in the below fig. 1.1 in order

to facilitate the involvement of huge number of ides even in the most complex

type of systems.

— e

@ Security %
Utiities and \.

Entertainment Appliances

e
oW s

e L L LY
A& = Envirenment
Retail

Businessms
Intelligence

Doctor/Care
giver

Home/
Personal g r;
User

Policy Makers Industrialists

Fig. 1.1 Sector Wise-application of IoT [Gub, 13]

IoT Semantic Based Deep Learning Models for DiabBiegase Prediction 2



Chapter — 1 Introduction

1.1.1 Functions of loT

Various functions of 10T are as follows:

A device can be connected with each other irregpecf the configurations that
may vary from one device to another device.

There will be no limitation in the number of devsogonnected to the Internet.
Any user irrespective of the count can monitor arantain various data gathered
by all the interconnected devices.

The devices in the loT environment can be intereated with each other through
any paths or networks.

The location of the device and user is not the wamg. Thus, the user can
operate or monitor or maintain the interconnectedaks from anywhere.

As [Gub, 13] says, loT is found deployed in vari@estors incuduing health care,

education, and agriculture.

The following fig 1.2 is an depicts the varioustions of a classic 0T environment.

Anything
Any Device

Anyone

The
INTERNET
THINGS Jem

Anywhers Any Business

Fig. 1.2 Functions of a Typical IoT Environment [Pa, 16]

IoT Semantic Based Deep Learning Models for DiabBiegase Prediction 3



Chapter — 1 Introduction

Thus, 10T application may possibly be actuated perated from any place

with less or nil constraints [Pat,16].

1.1.2 Layers of lIoT

Any particular IoT environment may be powered wilie help of different

layers in it depending upon its range of applicatiakewise, one such IoT architecture

as per [Pat,16] is taken and summarized which pscted in Fig 1.3. According to

them, there are four layers, which are as follows:

Application Layer: In this Application layer of 10T, many functionads like
Monitoring, Predictive/ analytics, and context-agv@omputer service, etc. were

carried out [Pat, 16].

Service support and Application support Layer: This is a supporting layer that
follows the application layer that aids to functismoothly without any issues.
The layer is responsible for functions like: Authieation, Identity Management,
Business Process Modelling, Encryption, Data Qud&lfianagement, and Virtual

Entity, etc. [Pat, 16].

Network/ Communication Layer: This layer has the capability to establish the
connection between the application layer and sdager by using communication
sharing methods. For instance, the communicatianirsfh methods like LTE, Wi-
Fi, and Ethernet, etc. to enable give rise to bétietwork as well as Transport
capabilities [Pat, 16]. However, the applicatiogelafor the sector like Health

care and education will be different.

IoT Semantic Based Deep Learning Models for DiabBiegase Prediction 4
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Smart device / Sensor Layer: Smart Device/ Sensoralyer: This is the last
layer which normally consists of smart devices trat either wireless like Wi-Fi
and Bluetooth or either wired like Ethernet and eothrelated components.
Moreover, it also possesses many devices suchadggadevices, digital devices,

gyroscope, etc. which can be utilized in healtte caactor.

[w—n—ll

SMART SMART
mnumm Hiksecs |l onc
ez
APPLICATION 10T APPLICATIONS I
LAYER |
'](mmum ENTITY || VIRTUAL ENTITY 2 10T SERVICE MANAGMENT | | VIRTUAL ENTITY SERVICE |
[ 10T BUSINESS PROCESS BUSINESS PROCESS BUSINESS PROCESS
MANAGMENT EXECUTICN MODELING
. GENERIC/SPECIFIC ;
| MANGMENT CAPABILITIES MANAGMENT DEVICE MANAGER 0Q0S MANAGER |
| securmy || AUTHENTICATION || IDENTITY MANGNT || ACEESS CONTROL || ENCRVPTION J
SERWGET:UPP'OR-T' | osamancment | | pamacoverwence || oaracuautymancut || oatammig |
APPLICATION | mwwymes puarorm | | mmomion anatiics |} prepicTIVvE anaLmics || sTamsTicaL anaLimics | J
: SUPPORT LAYER s

[ NETWORKING CAPABILITY H TRANSPORT CAPABILITY | B

.- 1 Wi [];Gswepns H H ETHERNET [

ENEDDED &
SIGNALPROSESSOR |

| microcoNTROLLER .

GATEWAY

as u SiM MODULE

ELECTRO-MECH PHOTOQ-ELECTRIC

e o T T e

devices

Fig. 1.3 Applications of 1oT with respects to itsdyers [Pat,16]
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Chapter — 1 Introduction

1.1.3 Evolution of 10T

The IoT was extensively used in the wireless comoaiion arena, where it
evolved a lot right from Routing to smart citiesaj§; 18]. But, nowadays, the IoT had
been started using in the health care, wherein ndésseases/ ailments are diagnosed
in an early stage to avoid unforeseen medicaladiffies or causalities. However , the
skills required keep-up with this evolution of laim health care was found to be
difficult and it needs much attention [Mar, 18].

IoT application has not only evolved in terms ofharecture, but it had also
evolved in terms of its security [Rom, 18]. Thu$iem applying it to a new sector like

health care, the data security of the patient sghdsis data needs to be taken care of.

1.1.4 10T in Healthcare

Among various applications of loT, Healthcare dam&as driven more
attention. loT technologies provide efficient seevito the healthcare domain like
monitoring patient, diagnosing, giving treatmeakihg a quick decision, minimizing
the cost, and avoiding the critical issue [Kar,.1/B] general, 0T offers wearable
devices for patient monitoring and making decisaout the current status of the
patient. Nowadays, 0T medical sensors are foundst widely, where it generates
big volume of health-related data [Mou,16]. Thigadavould be analyzed carefully
because decisions are very important in the heskhdomain.

But, one of the major issues in this was data ftsmbecause data were
collected from various sensors and from variouscgsu So, this will lead to heterogeneity,
interoperability and scalability issues. To avoilede issues, semantic web

technologies will be the go-to option to providei@que data model to gather data

IoT Semantic Based Deep Learning Models for DiabBiegase Prediction 6



Chapter — 1 Introduction

from various sensors [Mav,19]. Normally, it was dis® convert the data to

meaningful form and explore the structures andiceiahips between the data.

1.2 Data Analytics
1.2.1 Basic Concepts and Definition

Normally, data analytics process is break down intonerous stages like
preparation of data, preprocessing of data, daédysis and post processing of data.
These different phases involved in the data aralytocess are represented in the

fig. 1.4. Let’s look onto this topic in brief marme

preparation preprocessing analysis postprocessing
planning cleaning visualization interpretation
data collection filtering correlation documentation
feature generation li) completion #} regression d) evaluation
data selection correction forecasting
standardization classification
transformation clustering

Fig. 1.4 Phases of Data Analysis [Run, 20]

a. Preparation of data

It is the procedure of purifying and reforming smudata former to examining.
This is one of the significant phases before piings Further, it involves redesigning
data, making corrections in the data, and incotpuyadata packages to enrich the
data. Data production is often a long-term endeémodata experts or industry users,
but placing data in an environment is importanaasecondition for converting data

into knowledge and removing dependencies causet:bijning data quality.
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b. Preprocessing of data

The task of converting source data into a reasenfaiat is known as data
preprocessing. This is a significant phase in datalytics because source data
contains many defects such as missing values, wnaises, etc., Data quality should

be verified before using Data Mining (DM) or Machkibhearning (ML) techniques.

c. Data analysis

The process of analyzing large amount of data mheioto take a certain
decision is defined as data analytics [Run, 20k #one through the help of computer
applications. It makes use of various other insamiglinary concepts like artificial

intelligence, machine learning, statistics, pattecognition, etc.

d. Post processing of data

This method generally contains several alignmeotguures, rule filtration or
even information combination. All of these eventi&eioa type of filter for inaccurate
and noisy information obtained by an analytic alpon. So, some pre-processing

procedures and latter processing should load timplete sequence of data Processing.

1.2.2 Relationship between Big Data and IoT

Internet of Things (I0T) is capable of generating Bata for numerous reasons
[OL, 13]. A considerable volume of data is attréditto the loT. When various
sensors that are capable of capturing data conistyainteract with things like Radio
Frequency ldentification (RFID) tags huge volumealata are generated. The types of
data related to the IoT are based on certain fadike types of sensors and various

sources of data.
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1.2.3 Techniques to Process the 10T Data
IoT data are processed by using different typeseofiniques. Some of the
techniques that are used for processing loT datan@ntioned below [Kri,20]:

« Data Denoising

Data Classification and Prediction
» Data Outlier Detection

« Data Sorting

e Missing Data Imputation

+ Data Calculations

Data Aggregation

1.2.4 10T Data Analytics Applications

Application of 10T Data Analytics include variou®wpernment and private
organizations or institutions where the applicamfermation are verified at the time
of recruiting [Sho, 18].The details of the citizeare stored in g-cloud, through which
verification can be done by easily retrieving datam the cloud. This process is

carried out through deep neural networks which aehtlae proper analysis of big data.

1.3 IoT Semantics

1.3.1 Basic Concepts

The word ‘Semantic’ refers to the meaning of daltéctv describes about a single
data in a detailed manner which results in a better easier communication through
offering interoperability among devices [Bur, 18esource Description Framework
(RDF) is a major technology which is employed tfoaf a separate platform for

semantic model that enables interoperability andiffgrent 10T devices [Ban, 18].
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1.3.2 Need of Semantics in 0T Application

The need of semantics is a most significant oneTnas it plays a key role in
the knowledge system [Wan, 13], as it aids in @atachment, handling heterogeneous
materials, interoperability, and gaining necessargwledge from the loT information.
For better understanding of a data, it representgesmeasurement data with various
metadata like the description of sensors, context eonfiguration of the sensors
[Ber, 17]. Semantic modeling generates a clear tstaieding of a data in a more
structured manner by combining context relatedrmédion and domain knowledge
with raw information. Semantic web technology iaiéis the devices to know more
about the processing of information through machmeadable and structured
descriptions of data. Descriptions like type, lomat relationship are existing among

the context and domain, data provider and vari@ta dttributes [Pal, 16].

1.3.3 Ontology

The term ontology is often used in the field oflpbophy which is related to
the existence of subjects and matters. It indicBtespecification of conceptualization.
Ontology is described as the study of conceptsdikistence, reality and of being or
becoming one. It illustrates about the relationsaip concepts of subjects which
exist for a matter or group of matters. It is alsdined as group of subject definitions
which are consistent and general [Gru, 18]. Ontplogage in I0oT semantics is
completely different than to its usage in the fiefcphilosophy.

Ontology plays a major role in semantics as it gidetails like data characteristics
and explanations [Seo, 19]. Ontology modeling cpheecurrently in an improvement
stage that is continuously improving by every day ia undergoing sustainable development

gradually. Usually rich and complicated data ak®ined in Ontology [Che, 20].
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1.3.4 Semantic Approaches
Semantic approaches are classified to three difféypes. They are:
» Linguistic Approaches
* Ontology Based Approaches
* Mixed Mode Approaches
The above types of semantic approaches can beefugthbdivided into
different types based on their key features. Tlsgification of semantic approaches

is depicted in the below fig 1.5 which are explditeiefly in this section. [Raz, 19]

Mix Mode
Approaches

Semantic QE
Approaches

Ontology Based
Approaches

Linguistic

Approaches

Maorphological i Related Term
Expansion Expansion

Fig. 1.5 Classification of Semantic Approaches

Domain Domain
Dependent Independent

a. Linguistics Approaches

Latest semantic approaches concentrate more ondep@ndency of data in
natural language like morphology or related terorstifie expansion of initial search
guery. Since, these approaches exploit about thealdanguage properties for the
generation of key expansion terms these are knowth the name of linguistic

approaches. Linguistic approaches are further ifledsnto:
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e Morphological Expansion

* Related Term Expansion

b. Ontology Based Approaches
In this type of approach, ontology concepts areeddub the initial queries
before the submission of queries. This conceptcatds the subjects present in a
domain and are semantically linked for forming awitedge-based structure known
as ontology. Hence, this approach is known withrthmme of ontology-based approach.
Ontology approaches are further classified into:
e Domain dependent

e Domain independent

c. Mixed Mode Approaches

Mixed mode approach has both the characteristidmgidistic and ontology-
based approaches. Hence this approach is known tivthname of mixed mode
approach. Researchers have performed several igatshs combining by both the

lexicon (linguistic) and ontology (semantic) teaiumes.

1.4 Deep learning

Deep Learning is a sub division of the Machine beag technique which has
witnessed a rapid growth over the last 6 yearsooDgep learning is purely directed
by the availability of large datasets and the ecbarent in the computational power.
The deep learning concept has observed improvenammisadvancements in the
machinability for understanding and manipulating tvailable data like language,
image and voice commands. Nowadays the healthcarenadical field are benefited

more from the deep learning techniques due to tilge lvolume of data that is being
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generated (e.g., 1018 bytes or 150 Exabyte’s inddnbtates of America alone and
results in the 48% growth every year). It also @ases the propagation of digital
record systems and proliferation of medical deviffest, 19]. The fig 1.6 is for

representing the concept of Deep Learning.

a Meural network layers make data linearly separable

TR
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Input data Hidden layer 1 Hidden layer 2 Cutput

b Deep learning can featurize and learn from a variety of data types

Image inputs

1
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Multimodal & 'S-:;i-- %
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Fig. 1.6 Representation of Deep Learning
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1.4.1 Classification of Deep Learning Techniques
Deep learning [Ati, 20] can be classified into diéint categories like:
e Supervised Learning
* Unsupervised Learning
* Semi-Supervised Learning
* Reinforcement Learning

Moreover, a typical representation of each categodepicted in fig 1.7.

b) Unsupervised learning

0" W
S h *m: e . Environment
TR Qe s ()
o B® . ® o) - States Actions Rewards
® - R X I
B L e \
* e _ Agent
* o * o :
¢ ¢
¢) Semi-supervised learning ¢) Reinforcement learning

Fig. 1.7 Classification of Deep Learning Techniques

1.5 Significance of Predicting Diabetes Disease
The significance of knowing about the rate of dtebein our human body
could help us avoid any critical medical conditidike blindness, kidney failure, and

any related abnormalities. Determination of HbAlalues plays a crucial role in
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aiding the diabetes diseased person. Some of tig significance of predicting the
level of diabetes diseases [She, 16] are as follows

» Early predicted higher values of HbAlc can help dmeeased person to
prevent cardiovascular risks and strokes [Mar, 14].

e The early predicted higher values of HbAlc alsoidvannecessary death
of the diseased person, thereby reducing the nitgrtates [Sel, 10].

* The early predicted lower values of HbAlc can hbkp person to know

the risks towards the condition of hypoglycemia.

1.6 Research Motivation

As many of the 10T methods adopted in the healtk sactor are very recent
and rare, the issues like heterogeneity, intertyigtyaand scalability issues are known to
occur. Even, many researchers consider this asneertainty in their works while
deducing the results. However, elimination of ahey issues like heterogeneity,
interoperability, and scalability issues, are nasyeand thus more reliable type of

advanced loT-oriented prediction models will beies

1.7 Problem Statement

* Internet of Things is a blooming technology in tmedern world including the
health care. Lots of 10T devices connected throlrgarnet communicate with
each other. Data from multiple sources poses ackallenge to create actionable
information from raw data for developers and reslears alike. These enormous
amounts of data can only become valuable if inelyzed.

« Data analysis is the process of analyzing large sandll data sets with different
data properties to extract meaningful results aritve insights. These results are
usually in the form of patterns that help to makesffective and quick decision in

all domains.
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« Early detection of the effects of diseases canaedhe risk in healthcare domain.
In the past era, many researchers have been duoéirgrésearch in predicting the
diseases in healthcare domain. But still an effeatnodel is still needed to predict
accurately and take timely decisions by using imigexd classification methodology.

1.8 Scope of the research

IoT analytics is a new and challenging field. lkda in huge volumes of
heterogeneous data from 0T devices, with the obgeof processing, storing, and
extracting business value from them. Semantic basedel improves the system to
handle heterogeneous data from loT devices in tineict research field. Moreover,

IoT semantic data are meaningless without extrgdtmowledge out of it, so there is

a need for analytics. Many analytical models hagenbdeveloped but an accurate

model is needed to critically analyze the semalhieariched data. So, there is a need to

provide model to manage heterogeneous data angzanatcurately for gathering
insights from it. Scope of the research work iso&ed down to propose models for

handling heterogeneity and then accurately pregidtclassify valuable insights out of it.

1.9 Objectives of the work
The present work desires to overcome all the plessiifficulties in diagnosing the
diabetes diseases by deducing the following ohjesti
e To propose ontology based deep learning model dor data to avoid the
heterogeneity issues and improve accuracy of €iesson
e To build a new deep learning model using optim@atifunctions and
clustering to enhance the decision making
* To propose an enhanced model to increase the agcof@rediction

* To prove the better performance of the current watk the existing works.
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1.10 Thesis Organization

This present work documented in the thesis is organand presented in
different chapters. Summary of each chapter audsed below.

Chapter 1 gives a brief introduction on the meamihinternet of Things (1oT)
along with layers, functions, and evolution. Italgriefs about the data analytics,
semantic ontology and briefs on the basics of degpning methodology and
classification with reference to loT Analytics. Thé discusses about the significance of
diagnosing the diabetes diseases, motivation behmdesearch in consideration, and
problem statement of the presented work. Finaly tbjectives of the work are
presented by mapping the problem statements idshtif

Chapter 2 reviews the basic terminologies of thistesg such as: 10T; Data
Analytics; 10T Semantics; Deep learning; and Déteobf Diabetes disease. Furthermore,
Deep learning methodology for 10T and Diabetes aiseprediction with the help of
0T will be extensively detailed with the help arBer presented literatures.

Chapter 3 discusses the research objectives ardet research work.

Chapter 4 discusses two phases like semantic geweltt phase and prediction
phase in the Rule Embedded Semantic Ontology Babkd Classifier Model regarding
the conversion of data into meaningful and undadshble format for quick analysis.
The performance measures are compared at the last.

Chapter 5 discusses about the IMO_DNN model fadigiiag the risk of diabetes
patients by trained deep layers. The performanasmes are compared at the last.

Chapter 6 discusses about the Enhanced IMO_DNN Rxiineme Gradient
Boosting adopted for improving the speed and perémice of the prediction model.

Chapter 7 illustrates the presented research wutlsaggests for future research.
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CHAPTER - 2
LITERATURE REVIEW

This chapter discusses the various works foundhénliterature pertaining to
the 10T semantic, Data Analytics, Deep learningetgsrediction models and Diabetes
Disease Prediction. The chapter is categorized set@n sub-sections, starting with

Introduction, which briefs about the various subtgms in the chapter.

2.1 Introduction

First of all, to start, the basic concepts andridtdins pertaining to the various
major terminologies such as the present work of [Data Analytics, IoT Semantics,
Deep Learning, and Diabetes Disease Predictionastaliscussed one by one.

Then, the loT Semantics Techniques will be survegped briefed with
reference to Ontology for 10T and Healthcare alaiiity the Analytical Survey. Then,
the Deep learning methods for 10T environment v surveyed along with its
extensive applications found in the sector of Hea#ire.

After giving a basic idea of loT Semantics Techmigjand its applications, the
importance of predicting Diabetes Disease in Hutmaings is summarized, which is
capable to prevent and avoid any unforeseen driiedlical conditions / severity.

Many of the advanced technologies were being depldy earlier researchers
to successfully predict the Diabetes. However,dhgere limitation in it [Sun, 20].
Finally, various issues and challenges faced wihilglementing such loT Semantic
based Deep Learning Models for Diabetes Diseas#id®ian is discussed and chapter

summary is presented after it.
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2.2 Basic Concepts and Definitions

No prediction methods can be developed withoutlwiig some fundamental
and basic concepts. Likewise, some of the basiceqas and definitions pertaining to
the IoT Semantic based Deep Learning Models fob&ties Disease Prediction are

presented below.

2.2.1 loT

0T is nothing but the collection of physical oligtike software, sensors, and
other technologically advanced gadgets, that aeraannect with each other on Web
in order to facilitate the process of data exchaaggeng place between each other in
any particular system irrespective of its apploatiSha, 20].

Ray et al., [Ray, 16] reviewed IoT technologies smveral domain based
services like device and system management, heteetty and data management,
tools and visualization. Additionally, various dealges were discussed that were faced
by many researchers.

Likewise, Samie et al., [Sam, 16] presented a guoreloT technologies and
described the characteristics related to loT. \ewimportant technologies which was
used mainly for developing l0T based systems wkhrstiated for researchers who are
interested to work with 10T. Also, Current trendslaesearch issues were explained.

Furthermore, Wamba et al., [Wam, 13] discussedaasat 10T setting that
includes sensors, interfaces, sophisticated teaesigand cloud technology. Sensors
were played a major part in data collection fronffedent devices. In addition,
advanced technologies like RFID, WSN network anthrmoinication were offered.

Also, recent methods were utilized to data anaéyskprocess.
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In [Asg, 19] [Sul, 14] Multiple client / server reigements could be exchanged in
the cloud and permitted client to access diffeientls of services concurrently. Fog
computing was developed because of the varioussssd cloud computing like
delays, dependability, and source limitation, &tsp, for real time application processing
and effective decision making at anywhere [Far, I8bf, 21]. In spite of all the
enhancements in 10T, the new model in immaturityeleand covered numerous
research areas on diverse problems namely bencimgadevice diversity, scaling,
security, privacy, etc., During, the interoperaypibf elegant devices to converse and
connect diverse devices were easy to implementrexgensive [Jab, 17]. Additionally,
short expenditure capability between elegant devie@n important characteristic for
0T, which enables customers to go on working wiigsimilar dealers in the future.
Lastly, IoT could diminish the rate of construcspmesolve the problem of managerial
communications and assist in maintaining heterogemeommunications [UIl, 17],
[Naj, 21]. Currently, the loT prototype involveslaversity of domains.

The existence of 10T was able to be possible wrwith the help of following
technologies [Nor, 19]:

e Cloud Computing capable Platforms

» Cost effective low powered Sensor

e Connectivity with wide pool of Network Protocols

« Conversational Al-Atrtificial Intelligence

* Machine Learning and Analytics (Now-a-days, evolasdeep learning)

2.2.2 Data Analytics
Data Analytics is the method of analyzing raw detsisresulted out of various
data gathered in appropriate methods, to draw hitsiguch as trends, conclusions,

and identifying the areas of improvement [Pit, 21].

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 20



Chapter — 2 Literature Review

Likewise, data analytics in health care was foumdide historical as well as
present data for the sake of gaining insights, onaard macro, and support decision-
making in both the patient and business levels [2&f. Some of the tools used for
health care are:

» EHRs-Electronic Health Records

» E-prescribing-Electronic Prescription Services

* MPI-Master Patient Indexes

* PHRs-Personal Health Records

» Patient Portals

Rehman et al., [Reh, 19] presented a concept otihig analytics in Internet
of Things. The fundamentals of big data analytiews features were discussed.
The significance of data analytics in 10T envirominand several data analytics based
on loT were described.

Mittal & Sangwan [Mit, 19], provided a compreheresieview of data analytics
tools and techniques. Mainly, described the maché@aning technique with its
categorization such as supervised, unsupervisedeamircement learning.

Ghani et al. [Gha, 19] surveyed the various bigadanalytics techniques.
Particular, some technique were described clehdy Wwere deep learning, artificial
neural networks, swarm intelligence, fuzzy systeand evolutionary computation.
These techniques were evaluated by the qualityicsetr

Saleem [Sal, 21] et al., presented the concepb®fdnd big data analytics
with its applications. The author explained theerof data analytics in IoT domains,
and created taxonomy for IoT based data analysisods applications like healthcare,

agriculture, education etc., were explained withlgical techniques.
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2.2.3 loT Semantics

IoT Semantics is the process of interpreting a ildetameaning of data
handled in an loT-enabled system [Ahl, 20]. It engrally used to resolve the issues
of ambiguity and heterogeneity in the vastly gatderdata in any application

including loT. Below figure shows the Typical SeranoT layer.

Services and Applications Security
Servi Services
ervices ;
: Discove
Description Bervices e
Adaptation Confidentiality
Annotation Data
Visualization :
Privacy
Modelin
e Storage
Reasoning
Trust
Wifi loT Resources o :
Real-world ol
Object Sensor Networks ZeegBee REIDS

Fig 2.1 Typical Semantic layer in 10T environment Bar, 12]

A typical semantic layer in 10T environment was idegd in fig 2.1. Let’s
look on to an instance where W3C SSN ontology vespansible for sensor device
description and resource annotation, only whennbees are properly linked to a
gateway. Some of the recent studies which offaciefit representation of semantic
data for loT environment include the designing @frious lightweight semantic
description models and the designing of efficieepiresentation models like Binary
RDF representation.

Honti et al., [Hon, 19], explained the semanticsserconcepts for 1oT based

architectures. Several related concepts were disduand drawn information. Several
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ontologies that were most commonly utilized by @asi researchers were summarized.
However, the author said there was a need fornattaibetter interoperability and
flexibility.

Mervin et al., [Mer, 21], surveyed the semantic wethnologies for Internet
of things Environment. Also, the author discusgadous research works which were
closely relevant to the topic. Several challenged future directions in the area of

IoT semantic were described.

2.2.4 Deep learning

Deep Learning is the evolved from machine learnmgthodology that is
typically a neural network comprising of two or radayers in it for simulating the
characteristics of human brains when dealing a aagiunt of data [IBM, 21]. The
neural layers empower to match to the capabildfesuman brains, thus allowing to
learn. When a single layer could deal with vasadat various prediction applications,
many hidden layers were found comprised in it tbrojze and increase its accuracy.

Mohammadi et al., [Moh, 18] surveyed deep learnieahniques for loT based
applications. The author explored the recent tygd3L techniques that were used in
several 0T based applications. Also, the chaksngf deep learning and its research
gaps were explained in 10T environment.

Wanke et al. [Wan, 18] established deep neural erdsvconcepts that could
be improved by applying the information gained tlgl the visualization of output
data obtained in each layer. Several studies bad fbocused on visualization scheme

improving in the neural networks by neural netwta&hniques.
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2.2.5 Diabetes Disease Prediction

Diabetes is a chronic medical severity in the paattc area in the human
body, which doesn’t produce insulin effectively it utilization is not effective
[WHO, 21].

According to [WHO, 21], the World Health AssembBnte forward to strengthen
the control and prevention of diabetes diseases§dnown that the Diabetes was
the ninth highly death causing disease. For cordrml prevention of diabetes, the
prediction of the disease could aid one to avoidnynaisk factors including
unnecessary death. Thus, the Diabetes Diseasettvadiecomes indispensable.

The prediction of the said disease could be passilght from the mere
determination of HbAlc to the recently advancedsfecation methodology.

AlZubi et al., [AlZ, 20] proposed a model for diagping diabetes disease
using the technologies of big data and machineniegr Initially, data was gathered
and combined through MapReduce model. Then, theepsoof normalization was
utilized to reduce the noise in the collected d&arthermore, the ant bee colony
algorithm was applied to choose features and ntaeketfeatures efficient by utilizing
SVM with a multi-layer neural network. To classifie learned features, a corresponding
neural network was utilized.

Chen et al., [Che, 19] created ontology for diabetisease prediction. It was
developed by utilizing medical data. Then the dmevas identified and medicines
were recommended. But, the proposed ontology wdssoiable for IoT based

applications.
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2.3 loT Semantics Techniques

As the number of interconnected devices deployedng content of loT
environment is increasing day-by-day, the poss$ybilif interpretation of the data
handled being is higher [Ahl, 20]. As a result, smurce of information understood
by the recipient device might be different from tive it got transmitted.

However, few investigators worked with semanticedetent model for resolving
the issues in the loT environment, that are foltayyi

Sathyapriya et al., [Sat, 20a] presented a survelp® semantic technologies
in healthcare. The author discussed the role ofasémconcepts in IoT, 0T based
healthcare domains and various ontology for hagdiT data.

Alhakbani et al., [Alh, 19] presented a systemrf@naging loT semantic data.
The algorithms were proposed for matching eventsiwhtilized construction of tree.
Also, the proposed system maintained the systemsdditon between crucial applications.
The proposed system performed better than theimgxisystem but the process was
not supported in the distributed environment.

Manonman et al., [Man, 20b], proposed the modetshigalthcare domain
based on the semantic techniques. Initially, tloegsses of data gathering, data cleaning,
and feature extracting and semantic modeling weréopmed. After that, IoT based
medical care system was proposed that uses Healthohtology. The proposed
system provided the better improvement in decisnaking.

Naveed et al., [Nav, 19], presented a model foolvesg the problem of
interoperability in 10T environment. This issuesMaappened during the conversion
of medical data among organization. Two algoritrsmsh as Word2Vec and Doc2Vec

were utilized for matching related semantics in tletaset. The presented model
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eliminated these issues by transferring data integalar form. But, the proposed
model was only applicable for data of Electronialie Record (EHR).

Various genres of these 10T Semantics Techniqukdevdiscussed below.

2.3.1 Ontology for loT

The term Ontology was found along with 10T since thorks of [Bar, 12],
[Kot, 12], [Jen, 17], [Ala, 17], [Shi,18]. Many wks concentrated on solving the
issues of improper interoperability and interprgtithe ambiguous meaning of the
data exchanged from one device to another inclutiagonventional work [Kot, 12].

A comprehensive Ontology for 10T was studied am@rpreted by [And, 18]
to eliminate the difficulties caused due to the iiager interoperability. Their study
made use of more than 100 other studies includumgnot limited to [Goe, 17],
[Jia,17] dealing with the same topic of Ontology floT to prevent improper

interoperability. Using their study, the study vedde to draw the following answers:

The reason for deployment of the Semantics
* Futuristic themes available for 0T Semantic metiodies-eliminating
interoperability
» Existence of various types of IoT Semantic methogiek-interoperability
* Extensive application of this interoperability miiming 0T Semantic
methodologies
Not just few works have concentrated on IoT Sensamtethodologies, but
there were many works proposed and implementeder ¢o sort out the interoperability
issues. The concerned works are as follows:
* LIoPY - A legal compliant ontology to preserve @y for the Internet of

Things was proposed by [Lou, 18]
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* Modified version of SSN - Semantic Sensor Netwods\suggested by [Hal, 17]
with the help of ontology for loT.

e An improvised system of IoT Semantic methodologg weveloped by [Gyr, 18a]
in order to enable interoperability by the consadien of four loT-relevant
ontology catalogs.

e A developer-oriented methodology was suggestedBaqg[ 19] in various
diversified applications of Semantics and IoT.

[Gan, 17] also made a comprehensive comparativeystd IoT Semantic
methodologies aim to eliminate/ sort out the issoemteroperability. Not just this
review was concerned about the proper interopetyahdily using loT Semantic
methodologies but various works have made thearesffin contributing to the same,
are as follows: [Gyr, 18b], [Baj, 17], [Rah, 20Rgb, 18], [Nag, 21], [You, 19]

Unless information retrieved from the 10T enviromta systems were insightful
and properly [Jia, 17a], the application of Sen@nin loT will be indispensable and
be used in the future applications of 10T, whickludes but not limited to Health

care. Various levels of Interoperability as idaetifby [Har, 14] is indicated below.

_ Level 6
Conceptual Interoperability

N

uoneladousyu) Joy Ajjigeden Buisesiou

i,

Level 5
Dynamic Interoperability

Level 4
Pragmatic Interoperability

Level 3
Semantic Interoperability

Level 2
Syntactic Interoperability

Level 1
Technical Interoperability

Level 0
No Interoperability

Fig. 2.2 Various levels of Interoperability [Har, 14]
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Various levels of interoperability were exhibitedthe fig. 2.2. Starting from
no interoperability from level 0O, the levels ofenbperability improve to conceptual
interoperability in level 6 at the modelling leviehsed on the factor of increasing

capability for interoperation.

2.3.2 Ontology for Healthcare

With many applications of semantic-oriented Ontadsgn 10T increasing as
the years go on, the need for applying it in thalthecare application increases as the
health care development can’t be overlooked inraggns.

Thus, ontology is widely used in the arena of Healire. Some of the recent
works are discussed one by one.

* A smart health care system for Senior Citizen pews discussed by [Gup, 21].

* A mined data-oriented SMO-Sequential Minimal Op#ation with EAA-
Enhanced Apriori Algorithm was suggested by [S@, 2

* [Kio, 19b] proposed a FHIR-Fast Healthcare Interapgity Resources of the
Health Level 7 on the basis of base work [Kio, 193]

* An integration of EHR systems in an loT environmeass achieved with the
help Ontology Middleware [Ala, 18].

e COPD - Chronic Obstructive Pulmonary Disease wagldped with the efforts
of [Aja, 18] to support the Ubiquitous Healthcargstéms using Ontology-
oriented model.

e [Che, 19] put forth a remotely powered diabetegmuitstic and controlling

methodology using their ontology-based model.
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* Wearable sensors were deployed by [Ali, 18a] tofptth a Fuzzy ontology
and Type-2 Fuzzy Logic to improvise the capabgitef knowing the risks
factors of various patients.

« A food habitat suggesting methodology was developgdSub, 19] to aid
various patients.

« A system of NER-Named Entity Recognition was praubdy [Bat, 19] to
detect and categorize various diversified diseastdse health care.

« SAREF- Smart Appliances REFerence, an industry iBpestandard-based

methodology was suggested by [Mor, 18]

2.3.3 Analytical Survey

According to [Inf, 21], a typical Analytical Survayas the investigative studies
that were taken up to analyze how any responsablarlike Disease existence could
be related to any specific explanatory variablevariables. The analytical survey
being carried out in any work depends upon thereaitiapplication specifically.
Some of such analytical surveys taken up by vari@searchers in the domain of
health care are presented below.

* An affected piece of brain was identified by [M@i)].

* A detailed analytical survey of various advancechpoter technologies and
IoT powered tools were done by [Rat, 19] to impsavithe ambulance
operating conditions.

» Cancer patients were aimed to be aided in theatrtvent by [Rah,19] with the
help of a BlockChain and loT-oriented multiple sanssoperated system in

home conditions.
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e A smarter case study was made by [Ara, 17] to dpénthe diabetes disease
managing system.
e Another instant of analytical survey of various hugts and classification

methodology in loT environment was done by [Bis] 20

2.4 Deep learning for l1oT

As loT has already started as key element of thardulnternet, many
researchers have shown interest in experimentiagdldep methodologies in an IoT
environment [Ma, 19] surveyed about implementatbreep learning on IoT under
the aegis of health care, smart industry, smamsprartation, and smart home.

The dependency of third party software was stubieflTan, 17] by transferring
the TensorFlow, a deep learning-based platformlimtoenvironment.

A review was carried by [Ati, 20] to support and the smart city establishment
by adopting IoT analytics and Deep learning methods

A very useful system of computer aided cancer i#laaion was developed
by [Raj, 20] through using DNN and by employing fogmputing concept. [Zhou, 20]
devised an enhanced HAR (Human Activity Recognjtifor the IoHT (Internet of
Healthcare Things).

An innovative service model based on semantics praposed by [Xie, 20]
that permits an easier subscription by the end tasarcertain physiological parameter
amongst the existing sensed data. This model irefashieving more effective healthcare

system.

2.4.1 Uses of deep learning techniques in healthea
Though many of the uses of deep learning technigquexe reported in the

earlier literatures, [Est, 19] made an effort tdewvise comprehensive review of them
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in @ more concise way by concentering on the headtle. Many such reviews and
researches were found as follows:

e [Shi, 17] put forth a comprehensive study of modeends taking place in the
deep learning methodologies taking into considematthe analysis of
Electronic Health Record (EHR).

* Many clinical forecasting techniques of deep leagnconcept were studied
and benchmarked by [Pur, 18] in order to forechst donditions like CD-9
code group, hospitalization stay length, and mibytedte.

* A human oriented methodology of diagnosing the BimbRetinopathy was

suggested by [Bee, 20] for deployment in the ciihaonditions.

2.5 Importance of Diabetes disease prediction uginoT

Reducing the mortality in any hospital pertainirgy & critical illness was
always a tedious tasks, which doesn’'t exclude peedictive disease like diabetes
[The, 21]. Also, treating and reducing the risksagbatient admitted in an ICU unit
was even more challenging, yet could be achievel thie help of deployment of
proper deep-tech methodologies under loT.

A 2-Dimensional CNN-Convoluted Neural Network Moaehs proposed and
implemented by [Yil, 19] to develop an automatedbeites identifying system with
the frequency spectrum images, extracted out ofassgcoming from the heart.

Having known the similarities between diabetes aadliovascular diseases,
[Ali, 17] made use of Bayesian Networks and ANNstifieial Neural Networks to
predict them and avoid any critical illness coratis.

A decision tree and random forest-based machimailega methodology was

proposed by [Zou, 18] to forecast the diabetesituslin order to avoid one in ten
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adults in the globe suffering from it. Another sust of decision supportive methodology
was developed by [Yah, 19] with the help of botle thachine learning and deep
learning methodology to forecast diabetes.

A Home-oriented loT diabetic forecasting was dogehe efforts of [Bha, 20]
by considering the inputs extracted from the urirtee data for the work was gathered by
mounting the sensors across the considered toil€lrgy made use of 4 components
that aided to successfully classify, mine, andagttthe gathered data to make decisions
towards the effective forecasting of diabetes.

A smarter 10T environmental Diabetic disease ideatiion was achieved by
[Haq, 20] with successfully implementing the viedéments like data pre-processing,
feature selecting, and diagnosing the diabetic itimmd The feature selection was
executed by Random Forest and Ada Boost along théHfilter operation executing
Iterative Dichotomiser 3. The Kaggle machine leagndata repository was used to
input for the modelling and testing phases of tloekw

Likewise, [Sah, 20] made an extensive performaaecaluation of health
decision making system by taking into consider kb#lh machine learning and deep
learning CNN methods.

Not only taking care of the critical illness is iorpant, but also avoiding those
critically illnesses by predicting of Diabetes dise also becomes important and

significant owing to the current raise of diabgtesients all over the globe.

2.6 Issues and Challenges
Various challenges and issues pertaining to thetamo of E-Health in 10T

was investigated and surveyed by [Sca, 17].
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Areas of difficulties realized while applying adgep learning methodology in
an loT environment as per [Ma, 19] were as follows:

» Data Collection

» Hardware configurations

* Model Training

* Design of the system

Avoiding heterogeneity and interoperability wilkalbe another concern when
investigating the well-optimized data gathered.w&loreaction times in health care
application like diabetes disease prediction catweotompromised.

Thus, proper and timely detection of the diseas®sild have to be made by

developing an efficient classifying methodology.

2.7 Chapter Summary

The chapter had discussed various works foundaniterature pertaining to
the Diabetes Disease Prediction and IoT / Ontolo§gmantic oriented methodologies
by categorizing into various sub-sections with refee to all the basic concepts and

terminologies used.
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CHAPTER -3

METHODOLOGY FOR
DIABETES DISEASE PREDICTION

3.1 Introduction

This chapter describes the research methodologlyeoproposed models. The
research objectives are explained clearly in thipter and then the overall process
of the research work is depicted using a methodold@gram. This chapter also
elucidates the implementation system, dataset atmle software, and hardware

packages deployed in the whole research proceskdaliabetes disease prediction.

3.2 Research Objectives
The primary purpose of the research is to propatialzetes disease prediction

model with improved accuracy for the 10T environmesing the following models:

3.2.1 Rule Embedded Ontology-based DNN Model

The ontology-based model is used for data premarain which the data has
been collected from various sources or devicestanclassify the diabetes disease
prediction [Sat, 20b]. The domain-based ontologyrasned to enrich the data and
various rules are then constructed for validativag ontology. The deep neural network is
constructed for diagnosing the disease using thelayy data, where the linear
activation function is utilized to activate the utts. The ontology data is classified

into either diabetes or non-diabetes types basedeoBNN model.

3.2.2 Deep Learning with clustering and optimizatn functions based model
Deep Learning with the clustering and optimizatfanction based model is

used to predict the risk of diabetes disease. Téssified and enriched data is given
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as an input to this model. The input of the netwpakses the information to the next
hidden layer where K-means clustering algorithragplied for grouping the common
items based on the Euclidean distance to find loaitrisk for any particular person.
Additionally, binary multiobjective optimization is utilized for improvingetprediction
result. Finally, output layer uses the Softmax fimrt as an activation function to
produce the predicted output. The result is predicas low risk or high risk or
medium risk cases of diabetes. The performancheofrtodel is then being compared

with other machine learning and deep learning nfitelvalidation.

3.2.3 An enhanced deep learning model

The enhanced deep learning model is proposed taneetthe accuracy of the
above prediction model. This is accomplished by lsiomg the XGBoost algorithm
and Adam optimization with the preceded model. X@8oost algorithm is optimized and
then embedded into the model which predicts theadis accurately than the previous
model. It also, attains the requirements which wetesatisfied by the previous model.

In the next section, a methodology diagram is dranth indicated to attain the
projected research objectives, which have beenag in the succeeding section.
The proposed models are demonstrated and preseittedimulation results as and

when needed along with the tools utilized for siatioin.

3.3 Methodology Diagram

The methodology diagram contains two important peasnamely the data
collection phase and the analytics phase. In the dalection phase, data is collected
through various modes like sensor mode, questioanmaonde, and clinical report.
Sensors play a vital role in this data collecthjch usually many of the data needed

for the whole work. The personal information isrgecollected through the questionnaire
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and the medical history of any individual is beiogllected from various clinical
reports. In the data analytics phase, three piiediahodels are proposed, namely:
RESOC_DNN, IMO_DNN, and EIMOXB_DNN.

Various loT sensors and deployed questionnaireettin this research work
are explained with the help of methodology diagmartihe below fig. 3.1. The projected

research objectives are achieved by adopting thetgel methodology.

Ontology with Rule
Algorithm

Ontology Dat

The deep neural
network is framed
with various
functions

Model

Diabetes Risk
Predictior

Diabetes Disease

E Deep Learning
| Predictior

XGBOOST

Optimizatior

Compared with IMO-DNN

—_——,—,—e— e

Fig. 3.1 Methodology Diagram of lIoT Semantic BaseDeep learning models for
diabetes disease prediction
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3.3.1 Phase 1: Data Preparation

In the Phase 1, data are collected through vasousces such as loT devices,
guestionnaire forms, and clinical records. Thusrdhare three types of data involved,
namely: sensor data, clinical data, and questioartsta [Aro, 19a].

Various sensors are used for monitoring and cafigchumerous health-
related data of patients. The questionnaire formtains various questions that include
the details about age, gender, food habits, hgrddiease, height, weight, and medicine
intake, etc., Additional data are collected throgthical records that include medical

history of the patient or any current medicatidmat @are being taken at present, etc.

I. Sensor Data

IoT devices are attached to monitor and track tteept health status. The five
types of sensors used are as follows: heart ratgosetemperature sensor, step count
sensor, blood pressure sensors, and blood glueosers These devices continuously
generate data about the health status of patighish are being collected and stored in

the cloud. The detailed explanation of all thessaes are discussed in the following section,

a. Heart rate

A heart rate sensor is a personalized monitoringcéehat allows to measure
and record the heart rate. It is often used t@cblieart rate data while performing various
types of exercises. The normal heart rate forinegitividuals is 60 to 100 beats per minute.

The average heart rate is 70 bpm in adult males&rigpbm in adult females [Pal, 02].

b. Temperature Sensor
Human body temperature is simply determined by biedyperature and the
amount of heat radiated by the body. A normal pgssbody temperature depends on

different factors such as ambient temperature pdreon's gender, and eating habits.
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In healthy adults, it is between 97.8°F (36.5°C) 89°F (37.2°C) [Gen, 19]. Various
other features like fever, low body temperaturey other illness that can lead to a
change in body temperature are also considered, Adger is a common indicator of

almost all diseases, thus, it needs to be handidgdproper care.

c. Blood Pressure (BP) sensor

Blood pressure (BP) is considered to be the mopbitant cardiopulmonary
parameter, which refers to the pressure exertetthéyplood against the arterial wall.
BP gives indirect information about blood flow chwgithe contract (systole) and rest
(diastole), which may also indicate cellular oxygkstivery. Ambulatory BP monitoring
allows taking BP measurements several times a \@hich is ideal for monitoring
high blood pressure (hypertension). This improves grognosis of global morbidity

and cardiovascular disease [Gro, 17].

d. Blood Glucose Sensor

Glucose sensors are used to measure a patiendd blocose concentration
and are an important part of managing diabetesmidbblood glucose levels range
from 80-120 mg / dL and it can group to 250 mg/dterameal. These sensors are
usually capable of measuring peak blood sugar def{latween 20-500 mg / dL or
1-30 mM) that a patient may experience during hygenypoglycaemia and contains

a resolution of ~1 mg/ dL or ~ 50 uM [Rag, 19].

e. Step Count Sensor

The step counter sensor is used to get the totabauof steps walked by the
user. A pedometer is usually a portable and eleidror electro mechanical device
that measures every step a person takes by defebgrmovement of a person's arm

or hip. Because the distance of each step takeanbwydividual varies, an informal
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calibration is required to be defined by the usepioviding the covered distance in a
unit length (such as kilometres or miles), althotlgh pedometer uses electronics and
software that automatically determines how the q@ésssteps vary. It is mostly used
in sports and physical fithess centers. It is alsed in healthcare for monitoring

various physical activities of each patient.

[I. Questionnaire

The questionnaire is prepared by using multipleid@uestions to collect
personal as well as the health details of variatgepts. This questionnaire is prepared
based on patient age, gender, habits that spail ttlealth like: smoking and alcohol
drinking, height, weight, medication taken by adiudual, family history, work type

and physical activity. The model questionnairehigven in fig. 3.2.

Questionnaire to predict Diabetes

1. Select your gender

Male
Famale

Transgender

2. Do you currently smoke? If yes, how many times per day?

6. Have you ever taken for medication for Blood Pressure on regular basis?
) Yes

No

7. Have you ever been found to have high blood glucose?
| Yes

_ Mo

B. Have any of your family members or close relatives been diagnosed with
diabetes?

| ¥es

Fig. 3.2 Model Questionnaire to collect personal formation
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I1l. Clinical data

Clinical data refers to the patients who are alyeadler any kind of treatment.

Table 3.1 exhibits the attributes of collectingada@khe field column indicates

the properties of the collected clinical data. Eha#iributes are extracted separately

and framed in a unique format.

Table 3.1 Dataset and its descriptions

Field Data Type Description
Gender Categorical It includes the options like male, female or
transgender
This column represents the total number of
Age Numeric years completed by the person since they're
born.
: This column represents the blood glucose
Glucose Numeric
value of the person
Indicates how much pressure there is in the
Blood Pressure Numeric blood against the artery walls when the
heartbeats
Skin thickness Numeric It defines the thicknesthefskin.
Insulin Numeric It defines the insulin level of thaman body
BM| Numeric Calculating the weight(in kg) and height(in m)
of a person as Body Mass Index
: : . Assessment of the likelihood of diabetes based
Pedigree function Numeric o
on family history
e . Represents the measurement around a person's
waistline Numeric i
body at the waist
Calorie intake Numeric Refers to daily caloric kea
Physical Activity Text It defines the regular exercises of a particular
person.
Medicine intake Text It deflr_1es if the person already takes any
medicine or not.
Food habit Text It defines which type of food trest
Pregnancy Numeric Number of times pregnancy
General Habit Text Habits that spoil their health like: smoking

and alcohol drinking
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3.3.2 Phase 2: Disease Prediction

Usually, health related data is gathered from entiepositories. But the data
collected in real-time using smart devices andoglo@rces has some drawbacks such
as heterogeneity and data formats, etc. The heteeity problem is faced when the
data was collected from various 0T devices orauasisources like questionnaires,
clinical reports, etc.

These problems may reduce the performance of gaigiion models, thereby
increasing the complexity of data and the procgsdime. The semantic-based
concept gives a solution for these heterogeneity data formats. Various rules are
being created to improve the performance of theehod

This phase presents three models for diagnosing diadetes disease
accurately by avoiding heterogeneity and maintgrarunique format. The following

section explains the proposed models.

A. Rule Embedded Semantic Ontology-Based DNN Clafisr Model (RESOC_DNN)

The proposed model contains two phases like semaetrelopment phase
and the prediction phase. The collected detailsan¢ to the semantic module, where
the data is converted into a meaningful and undedstble format for quick analysis.
The quality of data is very important to improvee thnalysis results. Various data
sources are handled by ontology, which deals viighenrichment of data to combine
all data for making concepts and relations in otdestore them as a single format.

Ontology represents the described knowledge exgpdess a triple form,
namely: subject, predicate, and object by using@#f graph. Subject denotes resources
while the object denotes values and the predicatzates the properties or features

of the properties. This reveals the relationshipwben subject and object. At first,
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the basic terms and concepts are specified andgtwiped into classes, subclasses,
object properties, and data properties. After thaget of rules are embedded into the
ontology for handling real-time data from variomsices and validating them. Then,
the deep neural network model is formed with infayer, hidden layers, and output
layer. This prepared ontology data is sent to tleeleh and the network is trained
based on it. After training, the test data is senthe network and the result is
predicted using the activation function. The actareesult is gathered from the
network and the performance of the model is conghar¢h other models based on
the evaluation metrics as applicable.

Ontology is implemented using the protege tool #mel proposed model is
deployed in Anaconda tool using Python languager diie windows operating
system. Finally, a confusion matrix is being deplbyo evaluate the performance of
the model. The performance is evaluated using tl¢rics of precision, recall,
accuracy, and f - score.

The proposed RESOC_DNN model predicts the diabdissase accurately.
Moreover, finding the risk level of diabetes assigrious patients in protecting them
from a critical severity and also reduces the waalll of doctors. But this model is
found inappropriate for predicting the risk of detdss. So, for further enhancement of

the model and to predict the risk level of diabetesecond model is being proposed.

B. IMO_DNN model for predicting the risk of diabetes patients

This proposed model IMO_DNN follows the structufeconventional deep
learning technique that contains input layer, hiddayer, and output layer. The
Diabetes ontology data is given to the input lageran input and the result are

predicted by trained deep layers. After the prealicbf diabetes disease, the data is
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given to the IMO_DNN model, where data is unsumadibecause there is no class
label. The proposed model is constructed to pretetclass label into the following:
low risk, medium risk, and high risk. In the hidd&ayer, K means algorithm is
utilized for clustering data items using similarityeasure to predict the class. The
softmax activation function is used in the outpapdr that predicts accurate results
based on deep trained layers. Then, the modelpsowed by binary multi objective
optimization function to reduce the loss functiowd amproves the performance of the
model.

The IMO_DNN model has predicted the risk of diabelesease. The proposed
model is evaluated for its performance by the rostlike accuracy, precision, recall
and F1l-score with other traditional models. Theppsed IMO_DNN model was
found to have problems with gradient disappearamcegradient explosion. Also, it's
learning ability was limited, which often failed tachieve the desired results in
practical tasks. Therefore, an improvised modebprgposed which makes some

improvements to the structure of memory.

C. Enhanced IMO_ DNN with Extreme Gradient Boosting(EIMOXB_DNN)

XGBoost could be defined as an additional modéhénoutput layer to improve
the accuracy of risk prediction. The proposed EIMORNN model enhances the
IMO_DNN model by handling the gradient disappearanckthns results in improved
accuracy in predicting the target value. The EIMOXBIN is enhanced by Extreme
Gradient Boosting and optimized by Adam optimizer.

The enhanced EIMOXBDNN model provides optimal decisions in predicting
the risk of diabetes. The accuracy of the EIMOXB NDMhodel produced high

accuracy than the IMO_DNN model.
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3.4 Evaluation Metrics

There are numerous evaluation metrics to measaradhuracy of predictive
analysis. The most commonly used assessment matecsccuracy, recall, F-score,
and precision, which are used to determine theracguof the proposed models.
Common terms used for evaluation measurements are:

e True positive (TPJproperly recognized)

» True negative (TN(properly discarded)

» False positive (FPjimproperly recognized)

* False negative (FN(improperly discarded)

3.4.1 Confusion Matrix [Moh, 12]

It is a table used to describe the performancec(gion, recall, f score and
accuracy) of a prediction model or classificatioad®l on a set of experimental data.
It is also called the error matrix that is reprasdnn table 3.2.

Table 3.2 Error Matrix or Confusion Matrix

Characteristics Positives Negatives

Actually positive| Amount of True positive (TR) Amuatuof True Negative (TN)

Actually negative| Amount of False positive (FP) Amo of False Negative (FN

A. Precision

Precision is defined as the ‘quality of being aate’rand refers to how close
two or more measurements are close to each othgagrdless of whether those
measurements are accurate or not. The equatiocofaputing precision is given in
eg. 3.1.

TP
Prec=——— ... Eq. (3.1
TP+ FF 9 (31)
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B. Recall
This is a fraction of the documentation associatét the query successfully
recovered. The equation for calculating the reisaiiven in eq. 3.2.

TP
Rec=—— ... Eq. (3.2
TP+ FN a. (3-2)

C. F-score
It is a metric that joints precision and recall.eTaverage of precision and
recall are given in the traditional F-score 3.3aan.

F =pfrecRec .. Eq. (3.3)
Pre+ Re:

D. Accuracy
The accuracy of predictive analysis is calculatdgithe subsequent equation. It
is given in eq. 3.4.

co= TP+ TN
TP+ TN+ FP+ FN

... Eq (3.4)

3.5 Dataset and Software Packages
3.5.1 Dataset

Data collection is done in various ways. The totamber of instances 1359

and the number of attribute is 14. The table 3/dl8ts the description of the datasets.

3.5.2 Software Packages

Choosing the best tool for IoT based clinical datalysis can be a daunting
task for entrepreneurs and academics. This septmvides a comprehensive overview
on software packages that used for the models wirigposed for IoT semantic based

Deep learning (DL) models to predict the diabetssake.
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A. Protege|[EIA, 18]

Protege is a powerful editing environment with méegtures. This is a quick
tool to create our standard ontology in quick p&icdime. It provides a GUI to define
ontology. It also includes the excluded classifievsensure that the samples are
consistent and to infer new information based oa #malysis of the ontology.
Protege, like an eclipse, is a framework in whighnious programs recommend plug-
ins. This application is written in Java and uses $wing function extensively to create
user interfaces. The health ontology is developsitigu Protege, which combines
three forms of the dataset into a single ontologyL is the coding used to embed
the data into the tool and the combined data is 8tered in RDF format. RDF is a
mark-up language that enables the exchange ofyhigtdrconnected data. Its three-
part structure allows for the identification andambiguating of resources. Finally,
the data is interpreted in JSON format for anafiftipurposes. Fig 3.3 illustrates the

start-up process of protege with sample featuréguration.

Active ontalogy | Enfities | Indmduals by class = | DL Query ¥ 'SWKLIaW = | Untobrat x|

Iwmams 'I Search I Clear i

Asserted ¥

V- @ owlThing = —
¥-- ) Healthcare 4 B EALELE RGR 87 B BE &l
- Actor
Doctor
-0 Nurse
-1 Patient
Staff
!
-1 high
-0 low
medium
-1 Disease
-1 dengu
- diabetes
eye_disease
-0 heart_disease
- high_blood_pressure

v History
i e Genetic_issue
- Monitor
-+ Air_Pollution_Level
Body_Temperature
-1 Glucose_Level
-0 Heart_rate
Pressure_level
) Personal_Details
-~ Age
- Physical_Activity
1 Sensors
=0 Air_Quality
-1 Blood_Glucose
- Blood_pressre

Fig. 3.3 Prepared Ontology for IoT Based Diabetesada
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B. Arduino [Pat, 17]

The Arduino Integrated Development Environment (Jda cross-platform
application written with functions from C and C +t.is used to write and upload
programs on Arduino compatible boards. It is alseduwith third-party cores with the
help of other vendor development boards. The sooode for the IDE has been
released under the GNU Public License, Versionh Arduino IDE supports both C
and C++ languages using special rules of the cadetare. The Arduino IDE
provides a software library from the wiring progrdhat provides many common
input and output procedures. User-written code irequonly two basic functions:
sketch and start the main program cycle, a progcampiled with Stub Main (),
integrated with the GNU management program anduded with the IDE
distribution. The ArduinolDE is successfully ins¢al and coding are framed to

receive and send data from sensors to the cloud.

C. Thingspeak][Par, 19]

Thingspeak is an open-source Internet of Thing$)(kEpplication that stores
and retrieves data over the Internet or a loca aetwork using the API, HTTP, and
MQTT protocol. Thingspeak allows creating a sociatwork with recording apps,
sensor applications, location tracking apps, aatustupdates. Thingspeak has been
integrated with support for MathWorks from math quter software - MATLAB.
So, users do not need to purchase a Matlab lidcerss®alyze and display uploaded data.

The user account is created first with a valid nsere and password. Thingspeak
provides eight fields for the channel of each aotoli offers both private channels
and public channels. The Channel settings incladannel name, description, location,

URL, video, and tags. Additionally, API keys ardauatically generated to read and
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write sensor data as soon as the channel getedre§tored data can be downloaded
in the form of .csv or .xml or .json and other data from some other sources can also be

imported. The fig 3.4 shows the created chann#limgspeak to collect sensor data.

Q.rhingspeakTNI Channels~ © Apps~  Devicesv  Support CommercialUse  Howto Buy @

Entries: 837

Field 1 Chart g o ¢ x Field 2 Chart g o 4 %

Diabetic Data Diabetic Data

297 247
296.5 246
296 245

10.5ep  24.5ep 8. Oct 22.0ct 5.Nov 10. Sep 24.Sep 8. Oct 22.0ct 5. Nov

Date Date
Thingspeak.com Thirgspeak.com

Field Label 1
Field Label 2

Fig. 3.4 Data Storage in Thinkspeak
D. Anaconda[Pat, 21]

The Anaconda is the distribution of Python and Bgpamming languages for
the scientific computer (data science, machineniagrapplications, large-scale data
processing, and forecast analysis, etc.). It aofadilitate package management and
deployment. The distribution includes the datarsmepackages suitable for Windows,
Linux, and MacOS. It got developed and maintaingdAbhaconda, Inc., which was
founded in 2012 by Peter Wang and Travis Oliphirns. also known as the Anaconda
Distribution or Anaconda Individual Edition, whitee other products of the company
are the Anaconda Team Edition and the Anacondarfige Edition, both of which
are not free.

Package versions in Anaconda are maintained byp#ogkage management

system-Conda. This package manager was releasedegmrate open-source package
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because it was useful for anything other than Rytidere is also a smaller, bootstrap
version of Anaconda called the Miniconda, whichludes only Conda, Python, their

dependent packages, and a limited number of othekgyes.

3.6 Chapter Summary

In the above sections, three main objectives ofréisearch work were briefly
explained. The methodology diagram given in thiapthr gave a crystal picture of
the proposed work. Datasets used for this work wsgdayed via sensors, questionnaires,
and clinical reports. The overall methodology oT Isemantic based deep learning
models for diabetes disease prediction was disdugdas was carried out based on
three models, namely: RESOC Model, IMINN Model and EIMOXB_DNN model.
The mentioned models are analyzed and also distusséhe following chapters

where the evaluation metrics will be used to measue performance of each model.
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CHAPTER - 4

RULE EMBEDDED SEMANTIC ONTOLOGY-BASED
DNN CLASSIFIER MODEL (RESOC_DNN)

4.1 Introduction

In the IoT data analysis, the semantic-based apprpéays a vital role in
handling the heterogeneity issue among other dotmased datasets. The data are
collected in real-time from various sources ancetie devices for the prediction of
diabetes disease. This chapter explains the onpt@ogparation, rule generation, model
creation, and disease classification for the meédieséa which have been collected
from various sources.

In general, the data collected from various sourgessensors may have
various formats. This may cause problems in dathaxging and task analyzing.
Moreover, enriching data and inferring knowledgetone with favorable accuracy
for a particular domain are other daunting tasks, the proposed model mainly
concentrates on ontology preparation, reasonieg generation, and disease classification.
The proposed RESOC_DNN Model handles the heterdiyeimedata and classifies

the diabetes disease with an acceptable levelaniracy.

4.2 Background
The background behind the proposed method of degldiseases prediction is

discussed in the succeeding sections.

4.2.1 Ontology
Ontology is the part of the Semantic Web that dbssrthe concepts and the

relationships between every collected piece ofrmfion using systematic profiles
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for avoiding heterogeneity issues [Xia, 18, Dud]. 18provides a simple and great
idea to categorize a concept into a superclasssahdlass and further, it acts as a
framework for describing the knowledge by catedogzand interpreting the information
[Asi, 18]. In addition, ontology also allows theadysis and possible reuse of the
obtained knowledge. Thus, ontology enables theirsipaf categorized information
across people and applications as if it was a génecabulary. Thus, it results in the
development of infrastructure, which could favoe texchange of information and

innovation.

4.2.2 Reasoning with rules

The reasoning is the process by which automatedteveuld create new
associations based on data with the help of sortta ormation in vocabulary form
[Dis, 20]. In the semantic web, such extra meacimgid be added by a set of rules or
vocabularies [Hoh, 20]. Logical reasoning ensunesrasolves the conflicting knowledge

due to deficient notice.

4.2.3 Deep Neural Network

Recent studies have shown that the deep neuraloretf®NN) could be a
great solution to more complex classification peofi$ [Bas, 19]. DNN based classifiers
are very effective because the accuracy of thesifieation ratio is very high in
contrast to the conventional classifiers. It attesrtp create hidden patterns from the
source data set. Deployment of these hidden fosnieeiter than using raw features,
which could enhance the DNN classification perfano®[Liu, 17]. However, there
were only a few studies in loT-based disease distimgystems dealing with these

technologies. Some researchers have recently pedpdisgnostic models based on
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Deep learning. However, these models do not prothéeexpected outcome in the
way that they aren’t applicable in real-time. Sbere is a need to improve the

performance of the diseases diagnostic model [Chg[Cal, 17].

4.3 Related works

Minoo et al., [Min, 20], presented the semantic elodith a set of rules for
data assimilation, standardization, and dimensityrr@duction to tackle the problems in
time consumption and difficulty in handling the éretgeneous data source. The proposed
approach provided standardized medical data bydawpiheterogeneity. The author
made use of the machine learning features in #ipgroach to reduce the dimensionalities
of data. However, it was not suitable for selectimg best subset as it could increase
the computational time while working with semantics

Balakrishna et al., [Bal, 20], made an investigafior various data integration
and data analysis using machine learning algorittonghe 10T healthcare domain.
Furthermore, various semantic and machine leartengniques for data integration
were reviewed. Finally, future directions were dissed in the field of data integration
taking place with the sensors in healthcare usimgastic and machine learning
approaches. However, their investigation for thaltheare domain was not implemented
and validated using any tools.

Elsaleh [Els, 19], presented a lightweight 10T atneontology for annotating
streaming data. The model had been developed ligwiolg the most recognized
guidelines of the semantic model and lIoT environm&he well-known Semantic
Sensor Network ontology for sensor descriptions ugesl in this developed lightweight

model. The annotated data were extracted in RDpldformat and finally, a few use
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cases, tools, and applications were discussedaldtigl and quick processing were
the essential parameters that could have been wagro this work.

Chen [Che, 19], developed an ontology-based madalihgnosing, monitoring,
and giving treatment to diabetes patients in a temmanner. The proposed ontology
model solved the inconsistency problem by analyzing patient information in
detail. The performance of the proposed model va&lated using Semantic Web
Rule Language (SWRL) rules. Moreover, the experbaderesults proved that the
model predicted the diabetes disease and recommhempleropriate prescriptions.
Anyway, the model was not suitable for any critisglation, because it was very

time-consuming.

4.4 Objective
After going through the works reported in the ktierre, it could be inferred

that numerous of the earlier works were done baséodf ontology, however, none of
the works has been carried out till now on the danmmntology, in particular by
considering the data taken from multiple sourceas$ @malytical models that could in
turn derive insights from ontology. An analyticalodel was not built to find out
accurate insights. This has motivated the ideauttd la new model for handling 10T
based domain data and extracting information toarakefficient diseases prediction
model. The objectives of the proposed approaclasfellows:

* To develop an ontology that supports both loT amha@in data

« To develop a rule engine that generates rulesdhdating the ontology

* To develop a deep neural network model for disetssification
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4.5 Methodology

The overall process of the proposed data analys@ehhas been divided into
3 phases. The following fig 4.1 explains the preoss diagram of those phases as

described below.

I’ ___________ A I' “““““““ A I’ ___________ A
1 1
: Phase | | Phase Il ! | Phase Ill
e o e e e o~ 1 b e e o e - L e e e e e e ———
Ontology Diabetes and
Buildin
Various J Non-Diabetes
Sources Da Classificatiol
Rules
Developmer
Accuracy
DNN Model
Building
Result Analysis
RESOC DNN

Fig. 4.1 Process flow of proposed RESOC_DNN model

4.5.1 Phase 1: Various Sources of Data

The data collection process has been describedeipreceding chapter. The
collected data are prepared in a required formaproyposing a semantic algorithm.
The semantic algorithm includes the process oflagyomodelling and rule development.
Various processes involved in this phase will befed in the upcoming subsections.

Table 4.1 shows the collected raw data. The raa @Was gathered from various
sensors, questionnaire, and clinical records thpiats in fig. 4.2. It consists of health
matrices assessing features like age, BMI, temyerablood pressure, blood glucose,

pulse rate, food habits, physical activity, andogal intake, etc. The proposed model
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provides a semantic annotation to these data tdlddmeterogeneity and provides
better understanding through ontology. This prepasmantic data stored in the graph
database will reduce space consumption and dasa Bysgenerating various rules, a

strong association is created among data in thaagy.

Table 4.1 Descriptions of Collected dataset

Field Description

Gender It includes the options like male, femal&@ansgender

This column represents the total number of yeanspteted by the

Age person since they're born

Glucose This column represents the blood glucos# t# the person

Indicates the pressure exerted by blood againsirtieey walls

Blood Pressure when the heartbeats

Skin thickness It defines the thickness of the skin

Insulin It defines the insulin level of the humawdly

BM| Calculating the weight (in kg) and height (in m)aoperson is Body
Mass Index

fedlgree Assessment of the likelihood of diabetes basedaomly history

unction

Waistline Represents the measurement around arpesaist

Calorie intake Refers to daily caloric intake

Physical , . :

Activity It defines the regular exercises of a particulaspe.
_l\/ledmme It defines, the person’s medications taken if any
intake

Food habit It defines which type of food they eat
Pregnancy Number of times the person has been gmégn
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Health Data

DIABETES QUESTIONNAIRE

@ sathyapriya2822@gmail.com (not shared) Switch account

/

Pulse Sensor Gas Sensor

which category below includes in your age?

|

I

I

|

I

I

I

|

I

Temperature Sensor I
D below 20 :
[J 2040 |
[J 4060 :
I

|

|

I

|

I

|

I

|

I

|

[J Above 60

Select your gender

O Male
O Female

O Transgender

Hospital Medical Report

This form is to be completed by the patient’s hospital doctor

Private & Confidential

Patient’s Name Date of birth

Ward Hospital Consultant

Dear Doctor

The above patient, who is currently an in-patient under your care, is due to be admitted to one of our care homes. In order that
we can safely look after him/her, we need you to send us information about his/her medical histery.

Please can you send a discharge summary, including the following information:

‘When were they admitted to your hospital?

Reason for admission and medical diagnosis

Past medical history (if known)

Fig. 4.2 Data collection from various sources
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45.2 Phase 2: RESOMNN Model

The RESOCDNN Model has been developed [Sat, 20b] for handbiata

from various sources and devices to perform amalyger it. For which, three types
of algorithms are proposed viz: ontology algorithiRyle generation algorithm, and
DNN algorithm (For training and testing ontologyta)a

The model is proposed with different functions liketology preparation, rule
generation, and disease classification to havetigh knowledge in classifying the
diabetes disease in the healthcare domain. Asudt,rédse prepared data will display
the label into two as: “diabetic” and “non-diabétitn the existing works, ontology
was developed for loT devices or common domainal{heare, agriculture, etc.,) and
rules were developed for evaluating the ontologpwelver, there was no proper
analytical model using ontology data with thesduess. But in the proposed model,
ontology is being prepared for a particular disess@ various rules are then generated
for inferring knowledge from it and also ontology being validated. Furthermore, a

deep learning-based model is developed to cladsifylisease accurately.

A. Ontology preparation

The raw data collected from various sources areddo be heterogeneous in
nature, due to their formats and device types. guadity of data is very important to
improve the analysis of results. Thus, the qualftgata is being verified by ontology.
The process deals with the enrichment of data, hvisibeing achieved by combining
all the data; developing concepts; and interpretinggrelationships among them. It is

then stored as an RDF graph in a fixed format.
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Ontology represents the described knowledge inpéetform using an RDF
graph, with parameters subject, predicate, andcblfribject denotes resources; object
denotes values; and predicate indicates the piepeot features of the resources,
which reveals the relationship between subjectabjdct. First of all, the basic terms
and concepts are specified and then grouped iagse$, subclasses, object properties,
and data properties. Some of the terminologiehefproposed ontology are listed in
the below table 4.2. Here, actors are subjectstevihe relations are predicates; and
the concepts are objects.

Table 4.2 Terminologies for Ontology

Actors Concepts Relation
Doctor, Patient, Temperature, Fever, Has, treated by, affected
Nurse, Physician, treatment, blood pressure, | by, has symptoms, has
Staff, sensors, Admin| Cardiac arrest, raised sugatf,tested, has risk, has valug,
and Manager disease, eye ailment, Blood has side effects, etc.,
Pressure, Blood Glucose,
and air quality

The procedure for preparing ontology is given doves:
Step-1: Select raw data

Step-2: Prepare concepts for each feature

Step-3: Add properties to each concept

Step-4: The relations are identified among variouscepts
Step-5: Annotations are made to the already addsukpties
Step-6: The graph of prepared ontology is generated

The prepared ontology for health data is showng 3.
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Fig. 4.3 Graph of the developed Ontology
Then, the proposed algorithms are discussed below.
Algorithm 1: Ontology Preparation
Input: Data from heterogeneous sources
Output: Semantically enriched Data
DefineS={s, s, ..... st /I S means Sensor Data
Define Q ={q, o, -..... o} /I Q means Questionnaire data
Define CI = {ck, cl, ..... ck} /I Cl means Clinical Data
Define D = {S, Q, ClI} Ilset of all collected data
Define P, R, C
guacC //Set of classes, where i = (1,2,3,...,n)
pi 0P //Set of properties, where i = (1,2,3,...,n)
rnoRrR //Set of relations, where i = (1,2,3,...,n)
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Define O = {P, R, C} /Ontology representation of collected Data D
Define G = {O} /IGraphical representation of Ontology O
d 0D where i = (1,2,3,...,n) Fach data read from database D
For (i=0; i<d; i++)
{
d ——> O; //added ontology o

if (d; added in O)

{
visualize O;
}
else
{
try again
}

B. Rule Generation

The data preparation and categorization of thes disel for domain-dependent
action is a tedious task. Also, effective storag@ces are needed to store without any
loss in data.

Numerous rules are embedded into the ontology &mdhing real-time data
from various sources and better classificationestiits. The development of rules lies
in discovering automatically the new facts basecanramalgamation of data. These
rules create automated procedures for semantiedrihat create new relationships

from existing triples. Also, it plays an importaiale in detecting discrepancies in the
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integrated data. Here, the rules are like logiggpams, which focus on finding the
common relationships and defining common mechanientsuilding those relationships
based on existing ones. This proposed system qasrthe reasoning issues within

data. The rules for inferring knowledge within thetology are as follows,

Rule set 1:

1. Patient (? , X) » has_sensor (?x, temp)  temp u&/gPt) ~ diagnosis (temp,
?t) N has_value (?v,?h) » swrl:greaterThanOrEq®@R) 125) —> has_disease(?
x,fever)

2. Patient (? , x) ™ has_sensor (?x, B_Glucose) » Bc@e _ Value(?t) »
diagnosis (B_Glucose, ?t) ® has_value (?v,?h) :lessThanOrEqual (?h,
0.7) —> has_disease(? x, Hypoglycemia)

3. Patient (? , x) ™ has_sensor (?x, B_Glucose) » Bc@e _ Value(?t) »
diagnosis (B_Glucose, ?t) * has_value (?v,?h) 4.gweaterThan (?h, 0.7) »
swrl:lessThan (?h, 2.5) —> has_disease(? x, N@igaémia)

4. Patient (? , x) ™ has_sensor (?x, B_ressure) ™ &dare _ Value(?t) "
diagnosis (B_Pressure, ?t) » has_value (?v,?hgs dyanptoms (?p,?systolic)
swrl:greaterThanOrEqual (?h, 140) —> has_diseasdfftghBloodPressure)

5. Patient (? , x) » has_sensor (?x, B_pressure) ~ré&shre _ Value(?t)
diagnosis (B_Pressure, ?t) * has_value (?v,?hs dyanptoms (?p,?diastolic)

swrl:greaterThanOrEqual (?h, 90) —> has_diseasdfffghBloodPressure)

Rule set 2:
1. Patient (? , X) ® has_sensor (?x, B_ressure) » &dore _ Value(?t)
diagnosis (B_Pressure, ?t) * has_value (?v,?h dyanptoms (?p,?systolic)

swrl:greaterThanOrEqual (?h, 180) —>has_diseasdfiypertensive)
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2. Patient (? , x) ® has_sensor (?x, B_ressure) » &dare _  Value(?t)
diagnosis (B_Pressure, ?t) * has_value (?v,?hs dyanptoms (?p,?diastolic)
swrl:greaterThanOrEqual (?h, 120) —>has_diseasd{fypertensive)

3. Patient (? , x) » has_sensor (?x, Heart_Beat) “rtHBaat _ Value(?t)
diagnosis (Heart_Beat, ?t)  has_value (?v,?h) t:gneaterThan (?h, 102) »
swrl:lessThan(?h, 150) —> has_disease(? x, Faatt Hgeat)

4. Patient (? , x) » has_sensor (?x, Heart_Beat) “rtHBaat _ Value(?t)
diagnosis (Heart_Beat, ?t) ® has_value (?v,?h) rkgwaterThan (?h, 40) »
swrl:lessThan(?h, 58) —> has_disease(? x, SlowtHgeat)

5. Patient (? , x) ™ has_sensor (?x, B_Glucose) » Bc@&le _ Value(?t)
diagnosis (B_Glucose, ?t) ® has_value (?v,?h) ~gwaterThan (?h, 2.5) —>

has_disease(? x, Hyperglycemia)

Rule set 3:

1. Patient (? , x) » has_symptoms (? x, Hyperglycerfikps Symptoms (? X,
HighBloodPressure) —>has_Diagnosis (? x, Diabetes)

2. Patient (? , x) » has_symptoms (?x, Hypoglycemid)as Symptoms (? X,
HighBloodPressure) —> has_Diagnosis (? X, Diabetes)

3. Patient (? , x) » has_symptoms (? x, Fast_Heartt)Behas BMI_value (?x,
high) —> has_Diagnosis (? x, Diabetes)

4. Patient (? , x) » has_agevalue (? x, <35) » has_B#lue (?x, high)  has_
symptoms (?x, Hypoglycemia)—> has_Diagnosis (?i&bBxtes)

5. Patient (? , x) » has_agevalue (? x, >45) * has_B#&lue (?x, Medium) *
has_symptoms (?x, Hypoglycemia) ~ has_ symptomsHighBloodPressure)—>

has_Diagnosis (? x, Diabetes)
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The above discussed rules are samples. Similafty,riiles are constructed
for all attributes which are considered in the ¢togg. The rules of set 2 detect the
class label of the given data into two as: diabeti®on-diabetic. Each set contains
several numbers of rules to handle the heterogemethe collected data. Finally, the
prepared data are stored in an RDF format and theen to the classifier for

classifying the results. The following algorithms2used for generating rules.

Algorithm 2: Rules Generation
Input: Semantically enriched data
Output: Validated Data
Define R = new int [n] IIRs means Rule Set
Rs={Rs1, R2, Rz, R, ... Rn} /I Rules set
O ={Sub, Pre, Obj}
For each din O /leach data(q) from ontology
{
Check R against O /Compare the data values with rule set
for (int i=0; i<n ; i++)
if (n ==true) // stop if rule is true
{

Rule n validated successfully;

}

else /lcontinue until all rule fails
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Rule execution error;

}

end else
end if
end for

end

C. Classification Model

The first and foremost step in the deep networkeh@to define the count of
both the inputs (J) and hidden layer (Halong with its corresponding bias;)(land
weights (w). The input layer is constructed with 14 numbenoéles. In the first, the
input layer is prepared where diabetes ontologg gabceed to the 14 nodes as the
input. Secondly, hidden layers are created with i28@ons, wherein as the number of
hidden layers increases, the accuracy of the sesildb increases. So, three hidden
layers are developed and used in the proposed moédelsemantically improvised
data is fed to the input layer of the network ahd tefined input function in the
network |, triggers the merging of all inputs with its respeetweights as shown in
the following eq. 4.1.

Let us say d....d as the inputs,
lin=>Y dw+k ..Eq (4.2)
1

The above egn 4.1 is used for determining the sypubhere dand w denote
the inputs and their corresponding weights respagti Also, w gives the data pertaining

to the inputs. A weighted sum is calculated forheaeuron, which is the output value
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of each neuron in the adjacent network layer aiglthien multiplied by their respective
weight of the connection with that neuron. Asplasses through the first hidden layer,

the output of the first hidden layer is obtainedal®ws in the below eq. 4.2
I, = ActiF (W, +b) ... Eq (4.2)
whereW is the weight matrix between the input and firsiden layer,b is the bias,

and ActiF () refers to the activation function, waiiis designed to create a neural
network model, wherein the usage of Nonlinear anttifayer neural networks make

sense. In the DNN model, many activation functiares available. Here, the ReLU is
a basic activation function, it's selected to aaté/the output of the"hhidden layer.

The output of the Ahidden layer can be obtained by using the eq. 4.3.
l, =ReLU (W, 1, +b, ) .. Eq (4.3)

The output value y can be expressed as a functidheoinput values and
network weights.

It obtains inputs by multiplying w for each neurand then generates an output
that is relative to the input vector. The outputsYformed by applying theoftmax
method to obtain the predictive value of the network,, iggven in the eq. 4.4,

Y = Sofmax(W |+ B) ... Eq (4.4)

First of all, data are trained and further, it viokk tested with the help of the
network prepared. The working steps of this algonitof dealing with the loT

semantic-oriented data are given below.

Working Steps
Step-1: Elucidate a neural network consisting ofrgout layer as;] that has input

nodes, defined as ‘n’.
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Step-2:

Step-3:

Step-4:

Step-5:

Step-6:

Step-7:

Step-8:

Step-9:

Elucidate and then initialize the counthidden layers asy) which is
required for training the data.

Elucidate the bias value for each node thrd its corresponding weight
have to be chosen randomly in the beginning of furevard propagation
stage.

Elucidate the activation function for thdden layer that is in the end.
Apply the Rectified linear unReLU () for acquiring the resultant of the
output layer

Train the network for the considered tragnilataset.

Once the network finishes training, swdeptest data to the network that
was trained for determining the models’ classifmatrate.

Alter the output result by using the metlwddsoftmax for acquiring the
prediction value.

Estimate the accuracy of the model witthiip of various evaluation metrics.

Algorithm 3: Deep neural network model

Input: Ontology Data

Output: Classification of data

Define |, €0O; INlin Input Layer, O Ontology data assigned as the input

Define 4L <H;. ., //lyHidden Layer, H is a number of hidden layer

Define W O W Iiveight matrix between the input layer and the firsthidden

layer, where i= (1,2, 3...,n)

Define h O b //Bias vector, where i= (1,2,3,...,n)

Define |; /N, output Layer
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lin= ZdiW + b ; // input layer includes all input with its weight and bias
1

fn = ReLU (); /lactivate the function to designed model as meaningf

Iy = fn (Widi+ b) // output of the i hidden layer is obtained

Y = softmax (Wudh + boyy); // transformation of the output result by the
softmax method to obtain the prediction value

End

4.5.3 Phase 3: Result Evaluation

The results of the proposed model have been igatst in the results section.
The most commonly used parameters, namely: precisszall, accuracy, and F score
are being computed to assess the accuracy of tteboged RESOC_DNN model. The
accuracy of the proposed model is compared witardthditional models like RNN, and

ANN. The detailed description of the result sect®described in the following section.

4.6 Results and Discussions

The results derived by the above-proposed modedl@seribed in this section.
The correctly classified data are analyzed withgheposed model and labelled into
two as: diabetic and non-diabetic based on the eolbedded ontology. Thus, rules
embedded ontology is analyzed using the propoggtitim.

Fig 4.4 represents the percentage of classifieeldab the data. Positive class
labels (i.e.) diabetic labels with the percentafj@®and non-diabetic labels with the

percentage of 12 are obtained.
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Percentage

Fig. 4.4 Correctly Labelled classes in percentage

Fig. 4.5 represents the comparative analysis optbposed model with existing
models. The X-axis represents the features andi¥ f&@presents the count of data.
The correctly classified data are labelled into @0 diabetic and non-diabetic with

counts, which are represented in the following rfegd.5.

Accuracy
100

90

70 -
60 -
50 -
40 -
30 -

10 -

RESOC - DNN RNN

m Accuracy

Fig. 4.5 Comparative Results of Classification Acaacy
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Fig. 4.6 represents the precision, recall, F1-scamd accuracy of the collected
data. The X-axis represents the common measure¥-ane represents the percentage
of common measures. Precision and recall producedderate result. This showed

the efficiency of the proposed approach.

Performance Investigation with existing
methods
100
90
80
70
60 -
50 -
40 -+
30
20 A
10
0 - ‘
RESOC-DNN RNN ANN CNN
® Accuracy ®Precision ®mRecall ®F1score

Fig. 4.6 Measurements of Precision, Recall, F-scoamd Accuracy

The proposed RESOC_DNN model results in 88.33%coticy, which is
higher than the existing RNN, ANN and CNN modelatttvere producing 80.35%,
82.36% and 72.88% of accuracy respectively. Th@gsed RESOC_DNN model is

better by exhibiting 6% more accuracy than thetexgamodels.

4.7 Chapter Summary

After reviewing the various literatures, the reskawhich had been done on
the analysis of loT-based data for specific disgasgnosis but still perfect model is
needed for handling IoT data. The systematic dragiéscussed was able to give a

larger picture of the processing of loT-based chhidata analysis. This chapter
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provided a newer ontology-based model for analydimfrbased clinical data. A
novel RESOC_DNN along with ontology and variousesuhad been proposed to
improvise the accuracy of the proposed model thaneiisting works. Adding rule
embedded ontology into the model had resulted ierdmanced accuracy rate of 6%
more than the RNN and ANN models. The proposed mpdalicted the diabetes
disease accurately. Moreover, finding the risklle¥eiabetes could assist any patients in
protecting themselves from a critical stage, wtatdo reduces the workload of modern
age doctors. But RESOC_DNN model could not be blgtéor predicting the risk of
diabetes. So, further enhancement of the modelbeilheeded to predict the risk level

of diabetes as well.
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CHAPTER -5

IMPROVED-DNN WITH BINARY MULTI-OBJECTIVE
OPTIMIZATION (IMO_DNN) MODEL FOR
PREDICTING THE RISK OF DIABETES PATIENTS

5.1 Introduction

In the investigation of 10T data, the predictiomgess is one among the most
important processes under taken in it. In Gendealning-oriented algorithms are
deployed for synthesizing a prediction model. Lilsaythis chapter devises a prediction
model for the risk prediction of diabetes diseasasthe basis of the synthesized
ontology data that was detailed in the earlier téra@he devised diseases prediction
model deploys the deep neural network along witlieased hybridization functions
in order to improve the accuracy of it. In any Ibdsed environment, predictive
investigation is a crucial methodology for predigtiany consequential events taking
place in a domain-oriented data. Also, the chapidlr be discussing the earlier
researches that have considered the predictionegsoby deploying numerous of
learning algorithms along with the proposed predictodel.

Further organization of this chapter is given asitHe background section,
brief reviews on deep neural networks, Optimizatiad softmax layer will be discussed.
The existing works on loT data prediction usingi@as algorithms is discussed in the
related work section. The motivation and scopéefgroposed work are elucidated in
detail. The proposed prediction approach is ilats in the “IMO-DNN Model”
section. In the results and discussion section attipiired results are analyzed and
discussed. Finally, the overall summary of thisptbais described at the end of this

chapter.
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5.2 Background Study

The concept of deep learning was derived from thdysof Artificial Neural
Networks (ANNs) [Abi, 18]. ANNs is an active reselararea over the past few
decades [Ade, 14], [Tka, 16], [Jia, 17b], [Wal, 1&ue, 20] and [Pan, 21]. Creating
a quality Neural Network (NN) had to be ensuredc¢sithat was essential for the use
and repair of neurons to generate truly valuabtetions by adjusting the weights.
However, depending on the issues in the NN, itéitryg process can be time
consuming with simple computational levels. Bac&gagation (BP) was an efficient
slope descent algorithm that had played a key mol&INs since the 1980s. BP
prepares the ANNs with a supervised learning amtroAlthough training accuracy
was high, there may be chances of getting regneggdormance in it when applying
the experimental data. The back propagation wasdbas local gradient information
consisted with a random starting point that oftehgguck in the local optima.

Hinton [Hin, 06] proposed a new training method/@awise-greedy learning)
in 2006, which marked the birth of deep learninghteques. The basic idea of layer-
wise-greed learning was unsupervised learning, vhiould be done before the next
layer-by-layer network pre-training. The data disien was reduced and there was a
small representation, which was obtained by extrgdeatures from the inputs. Then,
if the features were exported to the next layer,naddels would be labelled and
network would become well formatted with named dake reasons for the popularity of
deep learning were two fold. On the one hand, theelbpment of large data analysis
techniques indicated that the problem may be soraewiatched to the training data
getting resolved and also the pre-training processd provide a random start before

supervised learning data for the network. With ridy@d development of computational
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techniques, a powerful framework was provided byNSNdeep architecture for
supervised learning. In general, the deep learalggrithm consisted of multi-layered
architecture with a non-linear information procagsunit for each layer. Deep neural
networks (DNNs), which use deeper structures in Nigpresented more complex
functions as the number of layers and units inyarlatarted to increase. Given the
adequately named training databases and appropradels, deep learning approaches
could help in establishing the mapping functionsdperational convenience, which
could offer the capability of optimization funct®rand softmax layer to predict the

efficiency of the perfect class value[Sch, 15], Wa6], [Was, 19] and [Yan, 21].

5.3 Related Works

Tawfik et al., [Taw, 21] designed a DNN based maldiecision system to
predict diabetes disease. This system used gritlsdgper parameter optimization
for DNN model performance evaluation. The propoB®N system outperformed
the five prediction models, namely Random Foresgiflon Tree, Extreme Gradient
Boosting (XGBoost), Support Vector Machine, and isbg Regression. The response
time was increased and this system was not suifabligh-dimensional data.

Saiyed et al., [Sai, 21] extracted and categorthedhistopathological images
by using K-means Consensus Clustering-based CNhtesture. This CNN architecture
used a deep neural network for model selectionr@cmvery functions. This architecture
suffered due to object position identification e timage, missing values, and outliers

Lu Men et al., [Men, 21] proposed an LSTM basedhdearning approach for
a multi-disease prediction system. LSTM approach eglassified into two mechanisms,

namely time aware and attention-based to handlé-fabkl classification. The time

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 73



Chapter — 5 Improved-DNN with Binary Multi-Objective Optimizati(IMO_DNN) Model for Predicting the Risk of DigsePatients

aware mechanism was used to perform multilevelsdiaation and an attention-
based mechanism was used to resolve the problenie imulti-label classification.
Overfitting problem occurred due to training datahwa minimum number of
variables.

Rani et al., [Ran, 21] improved the performanceedp learning technique by
adding bi-directionally Convolutional LSTM (BiCon@TM). BiConvLSTM was
used to connect all fully connected layers. Theppsed technique was evaluated
against three data sets namely DRIVE, STARE and SEA DB1. Random weight
was used to connect the fully connected layers lwlad to an increase in the system
complexity (memory).

Shorif et al., [Sho, 21] proposed Sequential mihio@imization (SMO) and
Artificial neural network (ANN) based hybrid metheao forecast heart and diabetes
disease. Multilayer perceptron (MLP) in SMO wastorelate the features. MLP in
ANN was used to connect the input and output lay&iO increased the time

complexity which affected the ANN network.

5.4 Objective

From the above literature review, most of the wbad been carried out by
using the Deep learning algorithms and confusiotrim#o find the accuracy of data.
For the unsupervised data, K Means based modealipeddoetter results. Optimization of
the prediction model and loss function minimizathogips to improve the accuracy of
the model. This is motivated the author towardsdheent work of building a new
deep neural network model based on classificatfogroaups using the Softmax for

predicting the target class to enhance the accuracy
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The objectives of the proposed approach are:
« To enhance the accuracy using a deep neural netwodel for the collected
dataset.
* To classify the groups of unsupervised data baseth® unsupervised learning
algorithm for the prepared dataset.

« To predict the target class with better accuracy.

5.5 IMO_DNN Model

The main objective of the proposed Improved-DNNhbinary Multi-objective
Optimization (IMO_DNN) model is to predict the rig diabetes mellitus using
prepared data and then improve the accuracy optbeiction using different layers
with various functions like loss and optimizatios a novelty of this work. With
binary Multi-objective Optimization, the two objeas like reduction of the ratio of
NSR- Noise-to-signal is done along with the optimtian of parameters like accuracy,
precision, F1 Score, and Recall. The dependabidftyising certain configuration
hardware could be eliminated by using the multiechye optimizations.

In the previous chapter, diabetes mellitus is fasted where the class labels
are named as “diabetic” and “non-Diabetic”. Thepamred ontology data is given to
this proposed model, but here, the risk of diabdiesased person is predicted. It will
help the patient to prevent them from a seriougesthnitially, the labels are unknown
and the proposed model predicted and labelled #ta ds: low risk, high risk or

medium risk as given in the following table.
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Table 5.1 Risk assessment of Diabetes Mellitus

Low Risk Medium Risk High Risk
Age < 35 Age 35 to 40 Age > 40
Blood pressure Blood pressure
Blood pressure < 90 mmH;j90 to 120 mmHg =>140 mmHg
Blood Glucose Blood Glucose
Blood Glucose <100 ma/d) 1 54 t6 125 mgyal => 126 mg/d|

Pulse rate 80-120 bpm

Pulse rate 120-130 bpn

Pulse rate < 70 && > 130

1bpm

BMI < 18.5 kg/nf

BMI 23 to 24.9 kg/rh

BMI > 25 kg/nf

Daily calorie < 1000

Daily calorie 1200 to 22(

0 [Dasalorie > 2200

Physical Exercise = Twice
a day

Physical Exercise = Once

Physical Exercise = No

a day

5.5.1 Loss Function

Introduce the loss function given by the relation,

Here, w' represents Weight Matrixs represents a varying sample input in

vector format; and b represents Bias vector. Siho#) right hand side elements are

v=w'd+Db

... Eq (5.1)

in vector format, the resultant would also be aeedenoted by after definingw

andb as [" elements ofw’

andb respectively.

v, =wd+h

... Eq (5.2)

Since the bias is negligible, it could be negleaad be simply rewritten as:

Vg = Wgtd

... Eq (5.3)

Here, gt will be the true class label dfand v, will be the product yield by

multiplying both wy: and d. To facilitate training process, we define reguiag

function as given below to favor the aligning o tlwo vectors under discussion.
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d 2
R, Z‘V\ét—ﬁ—

..Eq (5.4
ad q (5.4)

2

Here,d represents the unit vectors’ scalar co-efficienthie direction of d and
the squaring of the regularizing function is fouttdaid in preventing overfitting
issue. Now, merge them with the above function viilo loss functions, namely

marginal loss and Mean Square loss, which is giveag. 5.5

Loss=(y,-1) +>(y-0)+Y M0.1- y+ y)+ R .. Eq(5.5)

p#q

Here, R, is a scalar parameter, which could be foundecdhervalidation set.
Thus, if|v,| =|w,d tends to 19 could be fixed at 1 so as to avoid mis-classifizat

and thereby the noise may not appear to be inpilevnocessing that data. There
will be no marginal loss for mistakenly predictexrgples, but for rightfully predicted

samples, it has botR, and marginal loss. Thus, the correct output ofntie¢hodology

could be always ensured.

5.5.2 Optimization

After the application of loss function, the outfprdm this function is given to
a multiple-objective based Bayesian Optimization dptimize the classification
process taken up to correctly predict the diabeliseases risk level by ensuring
objectives like Higher values of accuracy, precisiblScore, and Recall.

In this multiple-objective based Bayesian Optimi@at every objective will
be approximated with the deployment of model of €3éan method. For any specific
objective function, f(d) is defined as a surrogaaussian method, £ f(xp) is defined

as an objective function for considered netwagkds as actual measured value of the
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function, which could be defined otherwise hy = f(d,); and d:, as estimated

network structure. The optimization equation isegi\oy,

f~N(,p),d|f.@> ~N(fgp?) ... Eq (5.6)

5.5.3 Working Methodology

The structure of the proposed model will be samé¢hasconventional deep
learning technique that includes the input layeéddén layer, and output layer. The
input layer is constructed with 14 number of nodesthe first, the input layer is
prepared where diabetes ontology data proceectbh4amodes as the input. Secondly,
hidden layers are created with 200 neurons, whexgithe number of hidden layers
increases, the accuracy of the results also inese&®, three hidden layers are developed
and used in the proposed model. These hidden |layerdeeply trained and uniquely
operate the data. In the diabetes ontology datajsk of diabetes mellitus is unknown.

For each iteration, measuring similarity could empothe model to process
and identify the similarities, which are done ie tutput layer. Output layer performs
two important works, namely: matching and findirg tclass labels. The softmax
activation function predicts the accurate resujtsdbtermining and comparing each
class probabilities and threshold values basedeap drained layers. There are two
important processes training and testing. The Wolg sections are described the

training procedures of data.

5.6 Training Process of the proposed model
The proposed network model is designed with fifeekent layers that are one
input layer, three hidden layers, and one outpgérlalhe subsequent sections explain

the construction and process of these layers.
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5.6.1 Input Layer

This is an initial layer in the network which isgpared with ‘n’ number of
neurons for processing input. Input vectors aréeyad from the diabetes ontology
and then given to each neuron. In terms of ontqldigg input vector can be called
knowledge. The form of each knowledge like = {SR},where S — Subject, O —Object,
and P - predicate. Input vectors from the knowlellgge (i.e., ontology) are given to

the input layer.

5.6.2 Hidden Layers

The input layer passes the K samples to the hidager. In the proposed
model, three hidden layers are constructed. Tis¢ fiivo hidden layers for selecting
features and these are created to training the d@a&third layer for data grouping
and which is configured by the clustering technigueere the similarity matching
method is used. The quintessence from the outpet laf the second hidden layer is

given as the inputs to the third hidden layer.

5.6.3 Output Layer
The output layer will be the final layer in the dseetwork, where in the

softmax function will be deployed for acquiring re@ccurate outcomes.

A. Softmax function

The Softmax function is a linear classifier thatkes probability based on
logistic regression. It is also known as polynontiagistics regression. Softmax is an
improved version of logistic regression, which tplup the two classes as logistic
regression. The Softmax can be used to classifyotwnore classes as the contrast for

logistic regression. It is often used as an adoweatunction to calculate the effect of a
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neural network. Softmax is affiliated with the outpgayer for predicting the features
from the previous layer. The softmax function treraluates the group of specific
inputs entered in the output layer.

In the issue of multiclass, Softmax will be evaingtthe probability of every
data class getting classified. Therefore, the elmd&kelihood sum will be equal to
unity (i.e.) 1. Further, SF executes the exponkiatia normalization processes for
identifying the class likelihood. At final, the quit will be predicted by yielding
utmost accuracy with the deployment of the softriunction in the networks’ final
layer. The softmax function is defined &sd (, in the output layer

e

2.

Here, d represents the inputs’ vector onto the outputrlayel k indicates the count

3(d), = ..Eq (5.7)

of output units,k = 1,2,..n[E* and e™ are the exponential functions of input and

output vector respectively.

The working steps of the algorithm is given below,

Working Steps

Step-1: Elucidate a neural network consisting ofrgout layer as;] that has input
nodes, defined as ‘n’.

Step-2: Elucidate and then initialize the counthadden layers asy) which is
required for training the data.

Step-3: Elucidate the bias value for each noddladits corresponding weight have to
be chosen randomly in the beginning of the forwamapagation stage.

Step-4: Apply the K means algorithm for groupinge tHata which get from the

previous layer.
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Step-5: Elucidate the activation function for théden layer that is in the end.

Step-6: Train the network for the considered tragniataset.

Step-7: Once the network finishes training, swdeptest data to the network that
was trained for determining the models’ classifmatrate.

Step-8: Alter the output result by using the metluddsoftmax for acquiring the
prediction value.

Step-9: Then, make use of the loss function todauonecessary noises in the data.

Stepl0: Finally, integrate the output from the lossdtion to binary multi-objective
optimization function, wherein the Higher valuesaaturacy, precision, F1
Score, and Recall are ensured to achieve paraogtierization in our work

Stepll: Estimate the accuracy of the model with the bélarious evaluation metrics.

Algorithm: IMO_DNN model

Input: Classified Ontology Data

Output: Risk Prediction

Define |, €O0O; /l'in Input Layer, disease classified Ontology data (O)
assigned as the input

Define 4 €H;., //lyHidden Layer, H is a number of hidden layer

Define W O W /iveight matrix between the input layer and the firsthidden
layer, where i = (1, 2, 3..., n)

Define b O b /[Bias vector, where i= (1, 2, 3,..., n)

Define |; /N, output Layer
lin= ZdiW + b ; // input layer includes all inputs with its weightand bias
1

Apply K means algorithm{/ identify the class label by grouping nearest

data items
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Iy = fn (Widi+ b)) // outputof the i hidden layer is obtained

Y = softmax (Wudh + bou); // transformation of the output result by the
softmax method to obtain the prediction value

Apply Loss function;

Apply binary multi-objective optimization function;

End

5.7 Results and Discussion

The IMO_DNN hybrid model was proposed for the pecddn of the risks
involved in the diabetes disease. The proposed nmdeing evaluated and compared
based on its performance. Here, Accuracy, Recadkigton, and F1-score are estimated
by using the below shown equations for evaluathreygroposed model performance
and then to make a comparative study of the resaltn from other models like RNN,
CNN, and ANN. The Accuracy, Recall, Precision arddsEore are being estimated by
the deployment of the confusion matrix as givechapter 3 (Eg. 3.1, 3.2, 3.3 and 3.4).

The dataset used for this comparative study wasdetivinto two sets, namely:
training and testing. 70% of the data in the set dasignated to the model to train
and the remaining 30% of the data in the set wdzad for model testing. The
network model containing deep layers had been ddwis predict the risk of diabetes
disease. The results acquired from the proposebdadelogy is being compared with
the following earlier models as tabulated in thiotetable 5.2.

Table 5.2. Comparison result of proposed model witkraditional models

Evaluation Metrics Accuracy Precision Recall F1 sae
IMO_DNN 92.27 93.67 90.93 92.28
RNN 80.35 85.12 76.63 85.21

ANN 82.36 87.01 78.52 87.11

CNN 72.88 76.51 69.23 73.74
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In the table 5.2, few of the existing models likBINR CNN, and ANN were
chosen and used for the comparative study by tatkiagoerformance measures like
Accuracy, Precision, F1 score, and Recall.

The proposed model predicted the diabetes risk @&27% of accuracy,
while the other models like RNN, CNN, and ANN gav&e to lesser accuracies of

80.35, 72.88, and 82.36 respectively. The samédes depicted in the below fig. 5.1.

Comparative study chart of IMO_DNN
Loo model
90 -
80
70 +
60
50 -
40 -

30

Values of performance metrics

Accuracy Precision Recall F1 score
Considered performance metrics
mIMO_DNNmodel ®RNN ®ANN =CNN

Fig. 5.1 Comparison of the proposed model predictioaccuracy with other models
Furthermore, the proposed IMO_DNN model not onblded better accuracy,
but it also yielded better precision, F1 score, eewhll values than the other models
taken for the comparative study. While taking psemi, the proposed IMO_DNN
model yielded a higher precision value of 93.67%ntithe models like RNN, CNN,
and ANN with precision values of 85.12, 76.51, &7d)1 respectively.
When comparing the F1 score, the current IMO_DNNdehavas found to
produce increased F1 score of 92.28 than the Fesad 85.21 by RNN; 73.74 by

CNN; and 87.11 by ANN. Finally, recall value proédcby the IMO_DNN model
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was also found to be higher at 90.93% than thetiegisnodels like RNN, CNN, and
ANN, which yielded lesser recall values of 76.63,23, and 78.52.

From the comprehensive experimental results, tbpgeed model was able to
outperform all other models that were taken for parnson. Moreover, the proposed
model also followed a similar structure to a corti@ral network, but with the

network training process and working methodologydelrastically different.

5.8 Chapter Summary

In this current work, the Deep Neural Network-baseadel was devised to
predict the risk of diabetes disease. The propesedel was built with the deep
network that trained features by using three hiddgmers. The IMO_DNN model
constructed with Optimization and loss function fomproving the accuracy of the
model. The prepared ontology knowledge of colleateath had been given as an
input. Finally, the output layer predicted the exassult like low risk or high risk or
medium risk. The experimental results were comparnig other few existing models
from the past researches in the similar arena.

It is evident that the results of the model outperied better by yielding
values of accuracy of 92.27%, precision of 93.6F¥b,score of 92.28 and recall of
90.93%. Hence, the proposed model was able toqirdli risk of diabetes disease in
an effective way. However, using the separate pfasselecting the features would
have furthermore reduced the computation time peed by eliminating the need for
processing of unnecessary data to classify and thbeisk. Thus, we introduce the

XGBoost Gradient for working on the computationgiand speed.
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CHAPTER -6

AN ENHANCED IMO_DNN (EIMOXB_DNN) MODEL
WITH BOOSTER TO IMPROVE THE ACCURACY OF
RISK PREDICTION

6.1 Introduction

One of the main problems and challenging taskqénprocess of predictive
analysis was to improve the accuracy of the moBelredress this problem, a new
model, called the EIMOXB_DNN model is being propb&g combining the previously
proposed work of the IMO_DNN with XGBoost Gradieapproach. The proposed
model aims to improve the accuracy that is discugsehis chapter. Diabetes ontology
data are analyzed using the proposed IMO_DNN maddlthen the class labels are
predicted accordingly.

Further organization of this chapter is given asthe background, the boosting
techniques are explained with reference to the nvaorks in the literature. In the
Related Works section, a review of some relatecksvarhich related to diabetes data
analysis using the state-of-the-art machine legrnmethods is briefly discussed. The
main purpose of this proposed work is given in 8ach.4 by defining the objectives,
which are aimed to be achieved, as found in 6.%® Whrking methodology of the
currently proposed EIMOXB_DNN is being discusse® i@ and training phase of the
work is presented in 6.7. Finally, the comprehemsesult comparison is being made

with earlier phase work of IMO_DNN and other exigtimethods in 6.8.

6.2 Background Study
Classification and prediction applications makirsg wf learning models have

started to gain much attention. Thus, diversifiedldyment of such classification and
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prediction approaches might sometimes end up ifdipig few limitations. These
limitations were even realized in the earlier répdrtechniques of image processing
[Guo, 18] [kam, 19], text and document classificat{Mir, 18], intrusion detection
[Ali, 18b], clinical diagnosis [Sah, 20] [Aro, 19bdnd format recognition [Eun, 20],
all of which were found to deploy class labels’that either binary or multiple classes.
Ever since the emergence of large database comprisi many features
[Lia, 18], [Lal, 20]. This quantum of large dataathgot acquired had started to yield
us with significant knowledge and understandingvpted that the data could be
properly analyzed. As we gain insights in handlthgse large quanta of data, it's
becoming a necessity to upgrade from machine legrapproaches to deep learning.
This could lead to significant advances in areashsas computer vision [You, 18]
and classification problems [The, 17]. Furthermdesy traditional trivial models as
in [Goh, 20] and few deep learning methods as an[4.8], [Par, 19] found to deploy
only one model for training. The benefits yieldad of such single model may not be
adequate enough to achieve the required accuramofoplex problems. If plenty of
models could be integrated and used up to itspltiéntial, then benefits yielded out
of it would surpass the limitations, which aids &ds the sorting out of complex

problems.

6.2.1 XGBoost algorithm

In recent years, the XGBoost algorithm [Che, 165 wadely liked by machine
learning enthusiasts and practitioners due taags ¢alculation speed and good model
performance. It was a process of gradient enhandenitn the advanced implementation

of the algorithm that has been used successfullgdme studies [Xia, 17], [Zie, 16].
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It could help in regulating the overfitting-undétifig issues. Furthermore, it aids to
increase the accuracy and yield faster computafp@ed, which was possible because
of parallel usability of CPUs of all the hardwatésing the AUC of the ROC chart, a
set of hyper parameter values could also be praviyethe user.

In general, the modification of parameters in maeHearning was often made
[Dai, 11]. For instance, daunting task of contrailithe knowledge rate in samples
was one such parameter modification. Out of theyntployed parameter modifiers,
eXtreme Gradient Boosting (XGBoost) [Che, 16] wasnd to yield higher accuracy
and sophisticated performance. Having won many machkearning competitions,
XGBoost was efficiently able to sort out over fii by its boosting. Also, several
hyper parameters that were problematic could beedaut by upgrading a package
hyper parameters with the deployment of XGBoost e&dlhe appropriate alteration
of such hyper parameters requires proper awaranesstors like training, general
validation, and error detection whenever implantmgalgorithm.

Many optimizations as in [Ber, 12] [Man, 15], ansinp, 12], the tuning of
hyper parameters in manual mode was very unsuctessd unhopeful if number of
hyper parameter values were higher. For instange,asnd random search were the

methods that only trust the knowledge learned vearhodel with prior optimizations.

6.3 Related works

The diabetes disease prediction aims to preventdibeased person from
entering a critical stage by earlier or preciseedigbn of the diabetes diseases. Some
of the works reported in the literature encounterse aims, which will be discussed

below.
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A machine learning- oriented predicting methodolegs suggested by [Kop, 20]
with the deployment of multiple concepts like GlmfineightGBM, and XGBoost.
They had considered the cases of Type 2 categoDcabetic diseased person,
wherein their plasma glucose levels were recordet aertain period of prescribed
fasting period. They conducted around hundred titereaoperations to validate the
performance of each model deployed by them anddfdliat the most effective model
was LightGBM, surpassing the two other models oh@#t and XGBoost. However,
interpreting such complex models were difficult,igbhcould in turn affect decision
made out of results obtained from such models.

Another machine learning-oriented diabetes disealsssifying and predicting
Logistic regression (LR) was done by [Man, 20a]eY¥imade use of four diverse
classifiers, namely: Adaboost, Naive Bayes, Randrest, and Decision tree by
taking the 2009-2012 dataset published by Natisteslth and Nutrition Examination
Survey. This dataset consisted of a total of 65@inbers, out of which 5904 were in
control of the glucose levels and 657 were notantml of the glucose levels (i.e.)
Diabetes diseased patients. They also deployeé tlgpes of partition protocols like
Kz, Ks, and K. They didn’t specifically consider the diabetidipats, which is the
major drawback of it.

A comprehensive experimental investigation of deed machine learning
methodologies was done by [Sah, 20] with the dapkyt of Convolution Neural
Network (CNN) as a feature extracting tool. Thegkidhe common machine learning
methods like Logistic regression, K-Nearest NeighbMulti-Layer Perceptron (MLP)
classifier, Random Forest, Decision tree, and Stp@ector Machine (SVM) to

compare with their feature extracting CNN methotey concluded that their CNN

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 88



Chapter — 6 An Enhanced IMO_DNN (EIMOXB_DNN) Model with Boosiémprove the Accuracy of Risk Prediction

method was better than all other taken models nmdeof accuracy. But their work
was limited only to females, who were evaluated twbe they are diabetic or
non-diabetic.

A clinically aware machine learning system wasddtrced by [Jia, 2020] in
order to forecast the mortality rate of the crilicauffering diabetes patients. Many
terminologies like Domain knowledge, Concept Uniddentifiers (CUIs), Unified
Medical Language System (UMLS) entity, and CNN-otéel word embedding, and
various rules and features were integrated suadbssd classify the mortality rate.
Their method was found analyzing the Intensive data based on the knowledge of
clinical experts and resources of UMLS to yieldramising accuracy of around 97
percentage. However, the system was too dependehecclinical expert opinions to
build the knowledge domain.

A general purpose critical disease aware systerh wmibdified SVM was
proposed by [Har, 21] by taking critical conditiohke Diabetes, Chronic Disease
ailment, and Cardiac ailments. The data pertaitortge critical conditions were reduced
and deployed to predict the disease, which in taided the doctors to provide
personalized treatments to different patients. Tla¢go made a comprehensive
investigation of their critical disease aware syst@ith conventional models like
SVM-Polynomial, Decision tree, SVM-Linear, and RandForest on R-studio. Out
of the three critical conditions, a promising a@ayr of 98.7 percentage was obtained
for predicting the Diabetes disease.

Features aware diabetic disease investigation veake iy [Ahm, 21] by using
the machine learning method in the health care. fBa¢ures considered for their

investigation were FPG and HbAlc. Not only thes&tuUees were investigated, but
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also their impact on the diabetes disease wasnadste by them. They made use of
five diverse classifiers and processes like fegbarenutation, feature elimination, and
hierarchical clustering to successfully predict aadlize the impact of the features.
This model was geographically limited to the popola of Saudi Arabia and might
become void to different geographical areas.

[Isl, 20] proposed yet another machine learningqed diabetes diseases
identifying and classifying methodology with spéaansideration given to the country
of Bangladesh. They have taken the data from Bdeglabased health survey of
2011, which consisted of 1,569 members, out of WHi@7 were suffering from
diabetic condition and the rest were non-diab&ix.classifiers such as SVM, logistic
regression, bagged classification, linear discramiranalysis, linear discriminant analysis,
and k-nearest neighbor were used to know the sgnif factors contributing to the
diabetic condition. However, some of the few knokwnitations of the work were:
genetical disease, circumference of waist, geogeapldependence, and obsolete
2011 data, thus failing to be up-to-date.

Another instant of work concentrating on the calig death causing diseases
like Cardiac ailment, cancer ailment, and diabelissases were done by [San, 20] to
develop a prediction system using the temporal CaiNl incremental feature
selection. Better results in terms of accuracyetiand false alarm rate were achieved
with the deployment of the dataset taken from URbis work is found to be limited
as it the data gathering was limited to an insbtut

An innovative way of machine learning feature sebtec methodology was
devised by [Le, 20] with the deployment of AdaptiRarticle Swam Optimization

(APSO) and Grey Wolf Optimization (GWO). It was piell in reducing the count of
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the input features and earlier detection of diabeateseases. They compared the
performance of their proposed feature selectiotesy®ther models like SVM, KNN,
Random Forest, Naive Bayes, Decision tree, anddabdtegression. They were able
to infer that only a few features would be needmddietecting the diabetes diseases.
However, optimization of the features selected @duhve contributed towards an
improved performance.

Another combination of set of diverse machine leagrclassifiers like KNN,
Random, forest, Multilayer Perceptron (MLP), XGB@dsaive Bayes, and AdaBoost
were used by [Has, 20] towards the forecastinghef diabetes diseases. Weighted
ensemble of these models was used to improviserabiglts of diabetic diseases
forecasting by tackling issues like outlier rejenti data standardization, missing
values, and K-fold cross-validation, etc. But iersatility and generality might be a

guestion in healthcare without proper implementatio

6.4 Objective
From the above literary review, it is revealed timaist of the works were done
separately using machine learning and deep leatedgnique. Very little research
was done on the loT environment by using knowlelgee for disease prediction.
The optimized model for training will improve thearacy of the prediction model.
This prompted the creation of a new enhanced mioagtd on combining XGBoost
and Deep neural network methods to improve accurdéye objectives of the
proposed model are as follows:
* To provide an innovative hybrid-based model usimgpoost and Deep Neural

Network concept.
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» To predict the risk of diabetes disease using kadgé base in IoT environment.

« To improve the accuracy of the prediction modehttie current method.

6.5 EIMOXB_DNN Model

The enhanced IMO_DNN (EIMOXB_DNN) model is beingoposed for
predicting the risk lying in the diabetes diseaBkis enhanced IMO_DNN model
combines the performance of earlier proposed IMOND&hd optimized eXtreme
Gradient Boosting by introducing the novelty ofegtating the feature selection with
Adam optimizer.

The enhanced model consists of a web with mulspdeked layers and is the
last layer of the XGBoost layer. This is differdram conventional DNN because it
does not have a fully integrated (FC) layer.

This initiates the simplicity and diminishes themher of calculation parameters
because there is no need to bring back weights FGntayers to readjust the weight
on the previous layers. Enhanced IMO_DNN model igptsdhe target labels with
greater accuracy than any two individual modelsla¢ao, for instance, individual
models like Decision Tree [Pat, 18], MLPand Suppéettor Classification (SVC)

[Pra, 18].

6.6 Working Methodology

Various phases that used in the enhanced IMO_DNNietailed below.

6.6.1 Feature Selection
Firstly, feature selection using the technique @&Boost, which was scalable
learning method deployed for tree boosting [Chd, R6feature significance score

will be calculated for each contained decision draeit for selecting best possible
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features in the data. Thus, the following equafmmngenerating the features with the

help of set of decision trees:
dt
fv, = > dtp, ... Eq (6.1)
dt

Here, dt represents count of decision trefs,represents the feature vector at

the point ofk" data, andp, indicates the prediction made from each decisiea.t

For facilitating the training process, it becomedispensable to use loss function. The

loss function that uses is given in the followirgyation:
1 N
Loss= —NZ(( fylog p)+@- fy)) ... Eq (6.2)
k

The role of Regularization could be significantdase of XGBoost system,

which could be given by,
R =T +1/123 ... Eq (6.3)

Here, | represents count of leaves aBdrepresents the score obtained on the

i" leaf. Further, the objective of the system cowdibpicted as:
O=Losst R ... Eq (6.4)
Here, Loss function indicates training loss that how effeetihe prediction is

made andR,; is nothing but the regularization function thatkias the issues of

overfitting and maintains the complexity of the rabd
Generally utilize the variance and mean in the XG&dor the purpose of

optimizing the defined objective function as follew

0(1):i[akdt£(ka)+%w( f\o}+ R( Y ..Eq (65)

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 93



Chapter — 6 An Enhanced IMO_DNN (EIMOXB_DNN) Model with Boosiémprove the Accuracy of Risk Prediction

The following steps are concerned when combining X&bost,

Step 1: For n count of times, construct a tree till itasts the peak depth
(every node will be indicating each feature). Thestermine the appropriate point of
splitting, which is followed by the assigning of igiet to the two newer leaves.

Step 2: End for- Trees in the model will get constructdthen, define the

feature sety, asv,,v,,...,v,. Here,k will be equal to values of 1, 2, ..., n. Afterwards,
the score of feature significanées, is estimated on the basis of the frequency of each

feature getting utilized for training the data asrevery trees. The score is given by,
d
Fs, :{E:W‘Vk} ... Eq (6.6)

Here, v, represents the feature set itself amdindicates the weight of every

feature present. This score will be useful wheooiines to experimental validation,
since XGBoost was earlier used an single classificamodel only [Li,20][Che, 18]

and [Dha, 18].

6.6.2 Prediction
Then, the classification gets started with the refi DNN, a feed forward
neural network. The input layer in the neural netwill be feeding the ontology as
an input to the model. In the network, as the cadnbput neurons is identical as the
input features of the dataset, the input layer wittumber of inputs is given by,
D=[d,,d,~d,] ... Eq(6.7)
Since the addition of more hidden layers are féadiio DNN, which define
the input of the hidden layer that can map the tiipérom the input layer with a bias,

v, and random weightsy, as
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h =D Wy +y ... Eq(6.8)

Here, k represents the count of hidden units on DNN, wluah vary in the

range of 1, 2, 3... Kand, represents the Feature vector in the data point of

Any hidden layer could be related with a functidmon-linear activation. One
such is ReLU, which removed the issues of explodiraglient and vanishing. Thus,

the aim to apply ReLU and further, the resultsidflen layer are related and given as,
H=1f(h) ... Eq(6.9)
where, fQ ) RLU K ) ... Eq (6.10)

As a result, the output layer generates the odpDINN as given in the below
equation 6.11 as it processes the inputs from tieedgeessor hidden layer to the
activation of the output layer. For intrusion idéoation and transforming inputs into
probability classe® d(,) that uses softmax function in the output layer.

gl
- g™
i=1

5(d), = ... Eq(6.11)

Here,d represents the inputs’ vector onto the outputrlayel k indicates the
count of output unitsk = 1,2,.n[¥* and e™ are the exponential functions of input

and output vector respectively. Then, the trainafgthe neural network with the

dataset takes place and finally, fitting and ovi#infy will be decided.

6.6.3 Optimization

The training of the network might get affected hg tate of learning, which is
tackled by the usage of Adam optimizer. The deplkayimof Adam optimizer makes
use of values of variance and means to maintagréie of learning. Also, to reduce

the chances of errors in any study, the selectfappropriate network structure and
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parameters should be made. Now, the explanationh®fdeployment of Adam
optimization onto IMO_DNN as follows:

Declare:a Stepsize

Declare: ' 0(0,1)

Declare: 5% [0(0,1)

Declare: f(x) //lobjective function (detection accuracy maximisatioh

Declare:d,: parameter vectov

m =0 Il First movement vector
m =0 Il Second movement vector
t.=0

t =t +1

While f (x) do

¢ =]]of.(x —1) I gradient of objective function att,
O

mt, =B 0mt,, +(@1-B")0¢, I/ Update first bias for first movement estimation

mt, = B°0ntt, +(1- B°)0¢, // Update first bias for first movement estimation

ﬁ = (1@;;1) I calculate the first bias in the estimation of theifst movement.
2
met, = (1m;32) /I calculate the second bias in the estimation thfe second movement
X, -£ /[ update parameters
C Ym0
End while
Return x_
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6.7 Training process of the proposed model

The proposed model contains two main parts, eadhigpmade up of different
layers that are the feature learning part and tédigtion part that does the classification
with loss function and Adam optimizer. The Adamimjter ensures appropriate setting
of the learning rate by avoiding the chances obentering errors. The feature learning
part has three layers, namely: the input layer lsidden layers with XGBoost layer.
The prediction part contains the prediction layet autput layer. Each layer has different
skills and responsibilities and these layers agektrys to the success of the model.

The Feature learning part learns key features frwrtraining of the knowledge
base. Different layers will be present in a simileay that the previously proposed

model had in it.

6.7.1 Input layer

The input layer is the initial layer and is the gdeninput of the model. The
training data K driven from the knowledge base w#l given to the input layer. K
consists of a set of rows as, (%), where i is the key of the data,ix the feature
matrix, and yis the target class. If the training model is irs tequired format, it will
be sent directly to the hidden layers of the fealearning section, otherwise, it will
be formatted in the data pre-processing layer. iipat vectors are sent to the data

preprocessing layer to get finely tuned data.

6.7.2 Hidden layers
The hidden layers are introduced after the inpyedao do the non-linear
conversions as and when needed. ReLU activatibeiigy introduced before the data

gets shifted to the output layer.

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 97



Chapter — 6 An Enhanced IMO_DNN (EIMOXB_DNN) Model with Boosiémprove the Accuracy of Risk Prediction

6.7.3 Optimized XGBoost layer

Both methodologies of XGBoost and gradient boostvege ensemble tree
processes that deploy the structure of gradientessfor boosting the weaker
learners. Although, XGBoost build up the basic&ohdient Boosting architecture by
optimizing the system and algorithm, its developtmemas slower. XGboost is a
package owned by the Distributed Machine Learniogh@unity (DMLC) and GB is
a level-wise combination modelling. Initially, a ale classifier applies to the data.
This further fits into another weaker classifieetthance the performance of the existing
model, without modifying the preceding classifiedahen, the process continues so
on. Every classifier would be noting that the poieg classifiers did not work best.
In the First, x1 is estimated by adjusting the datiaa decision tree. Secondly, the tree is

built based on the remainder of the previous stepxd., and the process persists.

6.8 Results and Discussion

The enhanced IMO_DNN diabetes risk prediction modak proposed to
tackle the issues encountered because of failiregplect the best possible features in
the last step. Likewise, the previous model, thisamced model is also evaluated with
the existing methodologies like RNN, CNN, and ANNaddition to the previously
designed IMO_DNN model. The Accuracy, Recall, Feci and F1-score are being
estimated by the deployment of the confusion masxgiven in chapter 3 (Eq. 3.1,
3.2,3.3and 3.4).

The training and testing for this comparative stuslyalso similar to the
previous phase of work, wherein 70% for trainingl &% for testing is being done.
The proposed enhanced IMO_DNN is being compareld thi¢é previously designed

IMO_DNN model and other existing models as tabdatethe below table 1.
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Table 6.1 Comparative study of Enhanced IMO_DNN

Evaluation Metrics Accuracy Precision Recall F1 sae
EIMOXB_DNN 94.27 95.67 90.93 91.28
IMO_DNN 92.27 93.67 90.93 92.28
ANN 82.36 87.01 78.52 87.11
RNN 80.35 85.12 76.63 85.21
CNN 72.88 76.51 69.23 73.74

A graph is being plotted by taking the various meda the x-axis and its
corresponding performance metrics in the y-axis.

Comparative study chart of
EIMOXB DNN model

120

100

80
60
40
20

0

Accuracy Precision Recall F1 score

Values of performance metrics

Considered performance metrics

EEnhancedIMO_DNN ®IMO_DNN #®ANN HERNN ECNN

Fig. 6.1 Comparison of the proposed enhanced IMO_DWwith other models
From the graph, it could be identified that our gwsed EIMOXB_DNN
model was able to produce better of 94.27% thaeratiodels like ANN, RNN, and
CNN with 82.36, 80.35, and 72.88 respectively, udahg the previous phase of

IMO_DNN model with 92.27% of accuracy.
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In terms of the precision, the proposed EIMOXB_Dhiddel was better with
95.67% over the lower precision values of 93.6718576.51, and 87.01 yielded by
models like IMO_DNN, RNN, CNN, and ANN, respectiyel

When taking the F1 score, a lower value 91.28 timenearlier IMO_DNN
with 92.28 was produced by EIMOXB_DNN models, hoewvthe F1 score was
higher than those of the values yielded by othexeimodels.

Finally, when taking the recall to considerationftbthe EIMOXB_DNN and
IMO_DNN models produced the value of 90.93%, whiglanyway higher than the
other three models.

From the comprehensive results comparison, thegsexp model was able to
outperform all other models considered including pineviously proposed IMO_DNN
in terms of accuracy and precision. However, theppsed model was not able to
surpass the performance set by the previously peptMO_DNN model in terms of

F1 score and recall.

6.9 Chapter Summary

In this current work, an EIMOXB_DNN model was deadsto predict the risk
of diabetes disease by eliminating the issues arteced if the selection of best
features were not done. The proposed model wasibuthe same way as previously
proposed IMO_DNN with the deep network that traifeatures by using the hidden
layers. The processed ontology knowledge of cabtbatata from earlier IMO_DNN
had been given as an input. Finally, the outputdgyedicted the exact result like low

risk or high risk or medium risk with better resulThe experimental results of the
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EIMOXB_DNN were compared with other few existing dets and previously
proposed IMO_DNN.

It is evident that the results of the enhanced IAAN model outperformed
all other models by yielding values of accuracydf27%; precision of 94.27%; F1
score of 91.28; and recall of 90.93%. The currepthyposed model predicted the risk

of diabetes disease in an effective way in termsod accuracy and precision.
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CHAPTER -7
CONCLUSION

7.1 Summary of Research

The currently pursued research work deduced impeavimodels of predicting
and realizing the risks levels in Diabetes diseashe research methodology and the
methodology diagram along with the working of twwapes were discussed in chapter 3.
Chapter 3 also discussed the deployed data callecources like 10T sensors,
Questionnaires, and Clinical records. To get thealn-specific knowledge and insights,
we have collected an enormous quantity of dataréate our dataset for simulation
and investigation. The successive chapters 4, 5 @madividually discussed the
background, related works, working methodologidgp@thmic functions involved,
and performance evaluation of three models.

* Rule Embedded Semantic Ontology-based DNN Class{fRESOC_DNN)
model.

e Improved-DNN with Binary Multi-Objective Optimizan (IMO_DNN) Model
for Predicting the Risk of Diabetes Patients.

* An Enhanced IMO_DNN (EIMOXB_DNN) Model with Boostéo Improve
the Accuracy of Risk Prediction.

The initial and first model considered for the mrssing of 10T data was based
on the phenomenon of semantics, which processetbihdata collected to generate
ontology and rules. Afterwards, the DNN algorithnasvapplied to facilitate the
process of training and testing to predict diabeissases. The next model attempted

to categorize the risk levels of diabetes into éhesvels by using the appropriate loss
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function and binary multiple-objective optimizatioo predict the diabetes diseases.
The third and final model was proposed as an imgment to the second model,
which used the feature selection methodology by X&@8 along with the
classification and Adam optimization to accuratetgdict diabetes along with its risk
levels. However, the third model was only able todoice better results in terms of
accuracy and precision. All these performance nreaswill be discussed in detail in

the respective chapters.

7.2 Features of Proposed Models
7.2.1 RESOC_DNN Model

The Rule Embedded Semantic Ontology-based DNN ({lixrssperated based
on three phases like Data extraction, modelling sasailt evaluation. The ontology
data was prepared from the initially gathered dgtiares like Gender, Age, Glucose,
Skin thickness, Insulin, BMI, Waistline, and Catointake, etc. Then the rule generation
and DNN network classification takes place to prediabetes diseases. The objectives
achieved through this model were:

e Ontology data was prepared successfully develop#d the deployment of
loT and domain data.
* The rule engine was developed to generate andatalitie ontology.

* A DNN-based diabetes disease classification wasr@agredict the diseases.

7.2.2 IMO_DNN Model
In addition to the diabetes disease predictiors thodel also categorized the
risk levels into three, namely: Low risk, Mediurskiand High risk. Two loss functions

were used to ensure the closeness of the outpatrésvihe perfect value and binary
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multiple-objective optimization was applied to opize the study parameters for
facilitating the experimental validation. The olijees achieved through this model were:
e The accuracy of the collected dataset was enhath@edthe previous model
using DNN.
» The unsupervised data was successfully classifiethé prepared dataset.

* The target class was predicted with improved aagura

7.2.3 EIMOXB_DNN Model
In addition to the diabetes disease predictionrasidievel categorization, this

model deployed the feature selection methodologgtince the computational speed
and time taken to predict diabetes disease. Thidehmlso made use of the loss and
Adam optimization functions alongside the clasaitfien to optimize the results of the
model. The objectives achieved through this modekw

* The hybrid model using the DNN and XGBoost was esstully integrated.

* Therisk levels of diabetes disease were succéggiddicted.

e The accuracy of this model was improved than tleeipus models.

7.3 Comparative study of Proposed Models

Performance metrics like accuracy, precision, keaatl F1 score were tabulated
and graphs show the results of all the three mqaelsosed in this research. The below
table 7.1 details this comparative study.

Table 7.1 Comparative Results Investigation of alProposed Models

Common Measures| RESOC- DNN IMO_DNN EIMOXB_DNN
Accuracy 88.33 92. 27 94. 27
Precision 88.67 93.67 95.67
Recall 87.3 90.93 90.93
F1 score 88.42 92.28 91.28

loT Semantic Based Deep Learning Models for DiabBisgase Prediction 104



Chapter — 7 Conclusion

A graph showing the performance of the three modeds depicted in the
below fig. 7.1 with proposed models taken on thaxis side and performance

measure values taken in the y-axis (also in theigra

Comparison of all Proposed Models

92
91
90
89
88
87
86
85 I
84
83

RESOC-DNN IMO DNN EIMOXB_DNN
Models

®Accuracy M®Precision ®Recall ®FI1 score

Percentage

Fig. 7.1 Comparative Results Investigation of all ®Bposed Models

It could be inferred that the accuracy and prenisialues of 94.27% and
95.67% was yielded by the EIMOXB_DNN were highearthother two previously
proposed models. Same recall values of 90.93% edeldy both the Enhanced
IMO_DNN and IMO_DNN, lower than the RESOC_DNN madé&he higher F1

score value of 92.28 was yielded by IMO_DNN surpasthe other two models.

7.4 Inferences from the Proposed Models

After the comprehensive investigation, it is inézfrthat all the three proposed
models were yielding better results than the coegba&xisting works of RNN, CNN,
and ANN in terms of accuracy, precision, recalld &1 score. The final enhanced

IMO_DNN model was able to predict the risk leveldidbetes disease by favorably
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selecting the features with improvised accuracy pretision than the two other

proposed models like IMO_DNN and RESOC_DNN.

7.5 Drawbacks of the Proposed Models

All three models were proposed based on the loT dmmhain data after
collecting health-based data from three varied datarces. Even though all the
proposed models gave rise to expect outcomes gimgathe existing methods, these
models are limited only to the health care applocatind also lacks the capability of

handling the imbalanced type of data if any.

7.6 Recommendations for Future Works

The final model EIMOXB_DNN was able to provide thaprovised risk
prediction than other proposed methods. Furthernamheanced feature selection
methodology could be adopted to put forth an everenmprovised diabetes disease
prediction. Since all the proposed models were aniigpn based on lIoT semantics,
more diverse Web semantic technologies could bel wse the range of data
collection could also be further extended up to stee level rather than collecting

over a few patients in a specific region.
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Abstract

Internet of Things (IoT) is an emerging technology in all domains that generates large amounts of
data at rapid pace. TheloT devices are interconnected in a way to communicate and share data with
each other. Knowledge mining from such large amounts of data is a difficult task. So commonly, data
analytics modelsareused to extract knowledge. However, most data are not fully utilized because of
their dynamic problems and difficulties in analyzing data collected fromdiverse resources. To
overcome the above stated issues, semantic technologies are used to provide a common model to
handle the data. In the field of healthcare, predicting the patient's disease accurately is one of the most
important considerations. For this, semantic data is very useful to make accurate predictions quickly
with minimal cost. In this paper, asemantic ontology based technique has beenproposed for IoT based
healthcare domain. The proposed technique Rule Embedded Semantic Ontology Classifier (RESOC)is
implementedin two steps,namely data collection and semantic enrichment. Data is collected through
various sources and then the RESOC is developed in the semantic enrichment phase. Finally,
theenriched semantic data enables theDeep neural Network (DNN)for disease classification. The
resultsarecompared based on certain parameters such as precision, recall, F-score and accuracy.
Hence, the semantically enriched ontology handles heterogeneity and improves classification
accuracy.
Keywords: IoT, Semantic, Ontology, Prediction, Healthcare, Analyfics.

I. Introduction

Internet of Things (IoT) is a collection of sensing devices that can sense and communicate
with each other through internet [1]. These sensing devices have the ability to share and receive
information in a variety of applications and offer many services. IoT is one of the most popular
internet technologies and has a wider population with real world [2]. Among various applications of
IoT, Healthcare domain has driven more attention. IoT technologies provide efficient service to the
healthcare =~ domain like monitoring patient, diagnosing, giving treatment, takinga
quickdecision,minimizing the cost andavoidingthe critical issue[3]. In general, IoT offers wearable
devices for patientmonitoring and making decision about the current status of the patient. Nowadays,
ToT medical sensors are used widely and it generates big volume of health-relateddata [4]. This data
should be analyzed carefully because decisions are very important in the healthcare domain. But one
of the major issues in this is data formats, because dataare collected from various sensors and in
various sources. So, this will lead toheterogeneity, interoperability and scalability issues [S]. To avoid
these issues, semantic web technologies are used toprovide aunique data model for data from various
sensors. Normally, it converts the data to meaningful form and explores the structuresand
relationshipsbetween the data.

Semantic refers to the meaning of datathat describes the single data in detail manner and it
enables better communication by providing interoperability among devices [6]. Ontology plays a key
role in semantics because it provides the explanation and characteristics of the data [7]. Another
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important technology is Resource Description Framework (RDF), it is used to provide a platform for
semantic model and it enables the interoperability among various IoT devices [8]. Therefore, this
work proposesa semantic based classification model for IoT based health care system. It annotates the
datausing rule embedded ontology and returns data in the RDF triple format. Then the semantic
information is extractedand given to the classifier that diagnosesthe disease accurately.

The remaining part of the paperis as follows, section II explores the existing research works
relevant to the proposed work, section III explainsthe proposed RESOC technique for healthcare
domain, Section IV discusses the results of the proposed architecture and Section V provides the
results and limitations.

II. Related Works

The related works on IoT based semantic approaches are following,

Gergely Marcell et al., [9]reviewed the semantic sensor technologies in the internet of things. This
work reviewed most widely or generally used ontologies in a summarized manner. He also
explainedlayer wise semantic technologies forloT systems. Finally, the authorconcluded that there
was a need for more standardization so as to achieve flexibility, interoperability and quick results.
AhlemRhayem et al., [10] reviewed semantic web technologies in IoT environment. The proposed
work reviewed the most relevant research in Semantic Web TechnologiesofloT domain and
summarized list of aspects & drawbacks. Finally, challenges and future opportunities were described.
NouraAlhakbaniet al.,[11]developed the event matching system (SMT) for semantic data in IoT
context. The proposed algorithms matched events using a tree-based structure that supports systematic
communication among critical applications. SMT was compared with existing work in terms of
processing time, from which SMT achieved linear performance time. This system was not suitable for
distributed environment and also parallel processing may be applied to improve the processing of
event matching.

JodoMoreiraet al., [12] proposed a SEMIoTICS model for early warning systems in internet of things.
The proposedmodel provided semanticinteroperability forloT systems and discussed some usecases.
The model was validated by satisfying the requirements and overcame the challenges which were
discussed.

M. Manonmani., [13] reviewed semantic annotation models for healthcare domain. This paper
surveyed various data mining techniques which were used in healthcare domain as well as semantic
annotation. The survey recommended solutions to overcome interoperability issues in healthcare
domain by using semantic annotation models. Also, the steps which were involved in the semantic
model creation using feature selection and classification algorithms were explained. This work has not
reviewed many semantic annotation models.

SivadiBalakrishna et al., [14]proposed a work for data integration and data analysis using machine
learning algorithms for IoT healthcare domain. Various semantic and machine learning techniques
for data integration were reviewed. Moreover, future directions were discussed in the field of data
integration from sensor in healthcare using semantic and machine learning approaches. The proposed
approach for healthcare domain was not implemented using any tools.

T. Elsaleh [15], presented a lightweight IoT stream ontology for annotating streaming data. The
model has been developed by following most recognized guidelines of semantic model and IoT
environment. Thewell-known Semantic Sensor Networkontology for sensor descriptions was used in
the developed light weight model. The annotated data were extracted in RDF Triple format and finally
some use cases, tools, application were discussed. Scalability and quick processing were the essential
parameters which have to be improved in this work.

Li Chen [16], developed an ontology-based model for diagnosing diabetes, monitoring and giving
treatment to diabetes patients in a remote manner. The proposed ontology model solved the
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inconsistency problem by analyzing the patient information in detail. The performance of the
proposed model was validated using Semantic Web Rule Language (SWRL) rules. Moreover, the
experiment results proved that the model well predicted the diabetes disease and recommended
prescriptions. The model was not suitable for critical situation because it took more time to process.

II1. Methodology

This section proposesmethodology to track and monitor the patients’ diseases and prescribe
medicine.It includes two important phases, namely, User Module and Semantic Module. In the first
phase, physician and patient communicate with each other with the help of IoT devices. The
physicians can monitor patients remotely and prescribe medicines anywhere, anytime, without any
restrictions. The semantic phase provides several facilities to handle the data from the heterogeneous
devices. In semantic module, the dataare convertedinto RDF triple format. For this, rule embedded
ontology is developed andis used to merge IoT data with healthcare domain information and find out
the hidden relation among them. The semantic module handles the heterogeneity while dealing with
various devices and directly interacts with the user module. It covers the semantics with the data by
adding self-described information packages. The proposed RESOCtechniquewill handle heterogeneity
and improve classification accuracy. The workingflow of theproposed techniqueis shown in Figure 1.
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report
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Figure 1: Proposed techniqueforloT based healthcare domain

A. User Module

The primary role of this module is data collection, where the data arecollected through various
methods likesensor mode, questionnaire mode and clinical report. Sensors play a vital role in data
collection. There are various types of sensors used such as temperature sensor, heart rate sensor, air
sensor, blood pressure sensors, and blood glucose sensor. The personal information collected through
the questionnaire contains the details such as age, gender, food habits, heredity disease, height,
weight, medicine intake, etc., some details from clinical reports like patient history are also collected.
The collected details are sent to the semantic module, where the data is converted into meaningful and
understandable format for quick analysis.
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B. Semantic module

Thismodule is developed for semantic enrichment of IoT data and semantically enriches data
representations. Semantic technologies are applied on the collected data to form the metadata, which
includes the environment, the sensor's interpretation, and the configuration to improve knowledge.
Eachdata from the devices issent as a token to the semantic module where the rule embedded
ontology processes the token and adds descriptions. As discussed earlier, ontology is the key concept
of the semantic web that represents well defined knowledge and visualizes semantic descriptions.
This phasedevelops rule embedded ontologythat drives semantic knowledge and represents described
knowledge as a triple form using RDFgraph, namely subject, predicate and object. Subject denotes
resources, object denotes values and predicate indicates the properties or features of the properties and
reveals the relationship between subject and object. To develop the rule embedded ontology, basic
terms and concepts have to be specified first and grouped into classes, subclasses, object properties
and data properties. After that,a set of rules have to be embedded into the ontology. Some of the
terminologies of proposed ontology are listed in table 1. Here, Actors are subjects, relations are
predicates and concepts are objects.

Table 1: Terminologies for Ontology

Actors Concepts Relation
Patient, Doctor, Nurse, | Fever, heart attack, treatment, | Has, affected by, treated by, has
Physician, Staff, Admin, | blood pressure, high sugar, | symptoms, has value, has
sensors, Manager disease, eye disease, | tested, has risk, has side effects,
Temperature, Blood Pressure, | etc.,
Blood Glucose, air quality, etc.,

The ontology developed using Protégé 5.0 tool and the pictorial representation of it is shown in figure
2.
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Figure 2:The rule embedded ontology for IoT Healthcare context

Many ontology based solutions are available for healthcare domain, but these are hard to implement
with real time decision making. So, the rule embedded ontology is proposed whichperforms well in
real time application. Here, the rules are developed using SWRL for finding hidden information from
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individuals. Relation and concepts are considered as the primary sources of SWRL because these
provide communication between two entities. More than 50 rules are generated based on the concepts
of the ontology. Some of the rules are depicted in table 2. These rules play a vital role in semantic

reasoning and disease classifications.
Table 2: Rules for ontology in SWRL format

Rules (Written in SWRL)

Descriptions

Patient(?, p)"has
sensors(?p,temp)”Bodytemperature(?b)*diagnosis(temp
, 7b)"has_value(?x,?v)swrl:greaterThan(? V,
125)—>has_Complication (? P, High)

If the value of the temperature is higher than
threshold value, then the
complication highest.

patient  has

Patient(?, p) “has_Symptoms (? P, weight loss)
"has_Symptoms (7 P, frequent  urination)
—>has_Diagnosis (? P, Diabetes)

If the patienthas symptoms of weight loss and
frequent urination then the patient has diabetes

Patient (? , p) has_booleanvalue (smoking, True)
~has_disease (? P, cough) —>has_Complication (? P,
High)

If the patient has high complication due to the
habit of smoking with cough

Patient (? ,
p)*has_sensors(?p,BP)*BloodPressure(?b)"diagnosis(p
ressurelevel,

If the value of blood pressure is higher than
threshold value, and then the patient has
complication highest.

7b)”has_value(?x,?v) swrl:greaterThan(?v,150)—>has_
Complication (?p, High)

Patient (? , | If the value of blood sugar is higher than
p)"has_sensors(?p,BloodGlucose)*Gluoces(?b)~diagno | threshold value, and then the patient has
sis(GlucoseLevel, diabetes.

7b)*has_value(?x,?v) swrl:greaterThan(?v,350)—>has_
diagnosis (?p,Diabetes)

Then the Deep neural networks (DNNjclassifier is applied to the semantically enriched data for
classification.It permits to develop a model and defines its complex sequences in a simpler way.The
semantically enriched data with a set of rules are given to the input layer of DNN and net input
function X, enables to combine all inputs with corresponding weights as defined in eqn(1). After that,
Activation function F(Xj,) is applied to process the inputs to provide the output. The following eqn(1)
and (2) explains the construction of the classification model on semantically enriched data.
Let cx;.....cx, be considered as inputs,
Xin = X1 cxywy
The above equ(1) is for computing inputs where, cx and w are inputs and its weights respectively, w
provides the information about inputs.
Many Activation Functions are available in DNN. Here, linear activation function is used to process
the inputs. It obtains inputs by multiplying w for each neuron and generates an output that is relative
to the input vector. The output Y is formed as
Y(X) = F(Xin) eeeveeenene. eqn (2)
The resulting output classifies the diseases. The performance of proposed RESOCtechnique is
discussed in the section below.
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IV. Evaluation Results:

The proposed technique is evaluated based on parameters such asprecision, recall, F-score
and accuracy.For comparison, the raw dataset and the dataset enriched with ontology are considered.
To evaluate the performance, the following has to be identified;

TP: True Positive (TP) the quantity of accurately classified the positive labels
TN: True Negative (TN) the quantity of inaccurately classified the positive labels
FP: False Positive (FP) the quantity of accurately classified the negative labels
FN: False Negative (FN) the quantity of inaccurately classified the negative labels

a. Precisionfor finding the positive classified values from the total number of positive classes,

defined as
TP
Pre =
TP+FP
b. Recallalso called as sensitivity, it calculates the positive class labels from the total number of

class labels, that defined as

TP
Rec =
TP+FN
c. F-Score is the harmonic mean of precision and recall
2(PrexRec
F.§ 2(PrexRec)
Pre+Rec
d. Accuracycalculates the value of correct prediction on the dataset,
TP+TN
Acc=cr—r—
TP+FP+TN+FN

Figure 4 explains the comparative results of the classifier. The proposed RESOC technique
enhances the classification accuracy of the DNN classifier. The results are computed based on the
parameters that are discussed above. From which, the proposed RESOC technique provides 88%
accuracy of the classifier.

The following figure 4is a graphical representation of the evaluation metrics.
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Figure 4: Graph representation of the evaluation results of RESOCtechnique
Conclusion
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In this paper, RESOCtechniqueis proposed for handling IoT based healthcare domain data.
The main goal of this work is to solve the heterogeneity problem and to improve classification
accuracy. Thistechnique helps the physicians tomonitor the patients anytime, anywhere and at
anyplace without any restrictions. It contains two modules, that are user module and semantic module.
Data collection is done by various forms in the user module. In Semantic module, rule embedded
ontology was developed to enrich the collected data and avoid heterogeneity.The enriched data was
then classified using DNNand the performances were evaluated. Thus, the evaluation results prove
that the proposed ontology improvesthe performance of the classifier but processing time is high. In
future, the classifier will be enhanced to produce timely results.
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Abstract

Internets of Things (IoT) devices are becoming marel more popular among the
people. It enables services to applications by tstdeding a situation or context. 10T is widely
used in many applications areas out of which thaltheare domain isthe most popular
application. Here the patient related informatisrprecious. The data emitted from the sensors is
growing at a staggering pace. So, collecting armtgssing such huge amounts of data is the
biggest task. The data from the different devicey wary by its type or nature, so it will lead to
interoperability problem and heterogeneity issu@smantics will help to solve these problems
by providing various solutions. It combines domamd devices related information to the actual
data.This paper has provided areview on semantichntdogies-based health care
system.Here,the background concepts and the immartaf semantic technologies in 10T based
applications are discussed. In future, a new seémambdel with ontology will be proposed for
processing the real time data in loT-based health-system.
Keywords: 10T, Semantic, Ontology, RDF, RDF Schema, OWL.
Introduction
In the current era, I0T technology is causing aomagvolution in real-world contexts [1].
Ittransforms the actual world substancesinto shodrt. provides a platform for
sensor/things/devices to enable free contact oaetsguation and allows connecting with
anyone, anytime, anywhere and any network [2]. ba$ed systems offers many applications
like smart city, smart office, smart agriculturemart retail, smart transportation, smart
healthcare, smart water supply and smart energy Bt}{5]. The data is collected through
sensors and sent to the databases through embedttachunication devices [6]. These
communication devices exchange data by remote-altedr devicesand allow direct connection
to improve quality of life. The continuity of théevices and objects are maintained bydiverse
communication technologies such as ZigBee, Blubto@SM and Wi-Fi, etc.,[7]. These loT
data should be handled properly, and then onlyethg users can take the correct decision or
actions. The important phases to structure and dertipe data transfer correctly are autonomous

information gain, innovation, analysis and plannjB8yjFurther, 0T has widespread coverage but
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it is still in the infancy stage of research oni@as problems such as standardization, scalability,
diversity, general service, domain specific serviggeed of transition, data formats, integration

and so on[9]. So, there is a need for new solutitndacklesuch a huge data. Thispaper,

introducesthe review on semantic technologies faT-based health care systems.

Sectionlexplains the basic concept of semantiostiase Il explores the related concepts on loT

semantics, section Il explains the use of semaapigroaches in healthcare domainand section
IV discusses the ontologybased semantic approaches.

I. loT semantics

The general definition of semantics is the meanaigwords in any subject, language,
programming languages, formal logic, and semiofid. In 10T, it plays an important role in
the knowledge system [11] that supports the enrafitmof data, handles heterogeneity,
interoperability and knowledge gaining from loT a@atn 0T, Semantics represents a single
measurement data with metadata that includes, donmidormation, sensordepiction with its
measurement to improve the understanding [12].SBareb technology operates devices that
understand data using ordered and machine unddadtkeexplanations.The data description
includes location, type, relation between the domand context, data provider and different
attributes of data [13]. The semantically annotadata aid to explain communication between
IoT devices and other sources. So, multiple congsamse semantic data to take effective
business decisions and maintain results.

The most commonsemantic technologies are[14], ©gyol Resource Description Framework
(RDF), Resource Description Framework Schema (RDW#b Ontology Language (OWL),
Simple Protocol AndRDF Query Language (SPARQL), semantic annotations, and setnanti
reasoning. These technologiessupport integratiahisteroperability of sensor data.

Ontology [15] is a key concept in semantic techgmms. It defines asa set of conceptual data
or characteristics of data and showsthe relationvden the data. In general, it describes the
knowledge of a particular data by answering for whahere, when and how type of
guestions.Here, the relation may be between twaggghor devices or applications or services and
a concept thatdefines a thing or some activity. Timportant components of ontology are
classes, objects, attributes and association. frergé 10T ontology is categorized into three,
namely, for domain ontology ,device ontologyandineastion ontology [16]. The Device
ontologyrepresents the characteristic of sensods antuators. The Domain ontology describes

the real world physical concepts, measurementsagadciations with each other. The Estimation
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ontology represents the services and its requiresne®@ntology supports vocabularies to
maintain meaningful communication between machittesnachine.  The ontology modeling
provides a flexible framework to maintain knowledgenrich sensor data and ensure
interoperability.

The second important technology of semantics is RDW, It was launched by World Wide
Web Consortium (W3C)in1999 to implant metadata, andined the available resources on the
Internet. RDF supports interoperability directly warious 10T applications. RDF is sometimes
called asa direct graph because it includes notlargk predicted set. The syntactic structure of
RDFincludes three views, namely, subject view, jmateé view and object view.

The next technology is an RDF schema [18] which waseloped for modelingvocabulary
for data whichis supported by RDF. It isanextensid the RDF Glossary that outlinesassociated
explanations, andestablishes meaningful connecthomsng resources.

The fourth technology is Web Ontology Language (OWA9], introduced by W3C. OWL is
a semantic markup language for exchanging the ogyobn the network. OWL isconsidered as
a family of languages that represents knowledgevhiing ontology and enhances the glossary
for RDF data. In addition, OWL includes three dabguages that are OWL Full, OWL
Description Logic (DL), and OWL Lite. Moreover, athese sub-languages are a syntactic
extension of its antecedents.

The next technology, SPARQL [20],introduced by Wa& designed to perform RDF data, It
is used to convert data into an RDF triple formaid gperforms various operations like
integration, querying and validation of the data.

Another important technology is Semanticannotaf@t], which annotates data semantically
to loT properties.lt is one of the most powerful amgnisms that enhance the semantic
interoperability in 10T context. Adding semanticnaation toresource in loT applications is a
big task. Finally, semantic reasoning [22] is emypld to predict a rational outcome from a
collection of theories, facts and rules. This deeilh rational properties and classes occurred on
the RDF map installed within the ontology[23].

Il. Role of SemanticsTechnologies in Internet of Timgs
Semantic technologiesessentials, challenges angblitsn loTdomain has been discussed by
various authors.They are highlighted by following,

In [24]., the basic concept of I0T, semantic amdien and loT-based semanticswere

discussed. The concept of semantic technologiesoreng and representation of data explained
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the challenges that could occur in an loT-basedaséim application.In [25], semantic sensor
technologieswere discussed for internet of thingshitectures.For which,most closely related
paperswere surveyed and information extracted.Thst rwidely or generally used ontologies
were identified and summarized and concluded thees necessitate in achieveflexibility,
interoperability and timely outcomes.In [26], thgstematic literatureswerehavereviewedon the
subject ofsemantic web technologies ofloT environtaed most relevant works were discussed
with regard to the challenges and future opporiesiitioreover, someresearchershave explained
semantic based models to solve the problems whiete iaced in iot environment. Those are
following,

Jodo Moreiraet al., [27] proposed a SEMIoTICS mddelearly warning systems in the
tinternet of things. The proposed framework satikfihe semantic interoperability in loT
systems. Many use caseswere discussed and validatsl on the performance. Some of the
existingchallenges were solved by satisfying theguirements.

NouraAlhakbani et al., [28] developed the Event dhaitg System (SMT) for handling
IoT semantic data. The proposed algorithms matahazhts using a tree-based structure that
supports systematic communication among criticgbliegtions. SMT compared with existing
work in terms of processing time, from which SMThawed linear performance time. This
system was not suitable for distributed environmaamd parallel processing.

MahdaNoura., [29] proposed a methodology to extithet existing ontology automatically.
Word2vec and k-means machine-learning technique® weed in the ontology to analyze the
concepts and propertiesstatistically. The desigmedthodology was employedinto three
applications such as smart home, smart city andtsweather. Finally, it was evaluated, but

there was no comparison.

Ill. Semantic Technologies in loThealthcare domain

0T plays a key role in all applications. Amonginethere is a greater focus on the health sector.
The use of sensors in the health field has inctkas®l so has the evolution of health-related
information.So, this section explains the usesenfiantics in the healthcare domain.

In [30], thesemantic annotation models for healtacaomain were reviewed. This paper

surveyed various data-mining techniques which wagplied in thehealthcare sector as well as
semantic annotation. The survey recommended sokitio overcome interoperability issues in

thehealthcare domain by using semantic annotatiodets. It alsoexplained the steps which
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were involved in the semantic model creation usifegture selection and classification
algorithms. However, thisworkdid not clearly reviesgmantic annotation models.In [31], two
main contributionswereproposedusing semantic-baggoroaches for healthcare applications.
The first work presented the semantic represemtatfiat includes various processes like data
collection, pre-processing, extracting and semamideling. In the second, the loT Medicare
System was developed that integrated HealthloT logyo The proposed IoT Medicare system
improved the decision making with data analyzinge Torrectness of the proposed system was
not analyzed.In [32], thesemantic interoperabilitpdel was developed for the loT domainto
avoid heterogeneity due to the various types of t&WVices. It was developed for healthcare
domain where heterogeneous 0T devices wereusedototor and communicate with patients.
To share information between doctor and patienliglweight annotation model was created
that semantically annotated the data. RDF conveiited annotated data into triple format to
make it more meaningful and SparQLqueryderivedthewlledge. loT data integration and
fusion were not clearly defined and semantic remgpneeded tobe improved.

In[33], a semantic Medical loT platform was propdger 10T healthcare. The major goal of this
work was to avoid heterogeneity, integrity and wai&ation issuesandthe proposed framework
provided many solutions. Moreover, many servicesreweffered, namely, localization,
simplification and effective integration. In addii, contract-based security policies were
introduced to ensure the confidentiality of patient the healthcare domain. But, stability,
usability and portability of the proposed systenrevaot improved. In[34], the data integration
and data analysis using machine learning algoritamd semantics technologies for IoT
healthcare domain were discussed. Various semanticmachine-learning techniques for data
integration were reviewed. Moreover, future direct were discussed in the field of data
integration from medical sensors with semantic arathine learning technigques. The proposed
approachfor healthcare domain wasnot implementécgusols. In [35], a similarity analyzer
framework for solving the interoperability problemss introduced. These problems occurred
when transforming the electronic record of the thealre domain between institutions. For this
problem, twoartificial intelligence algorithms wengsed namely, Word2Vec and Doc2Vec.
These two algorithmswereutilized for figuring ouet similar semantics of the numerical and
textual in the dataset. The conflicts were remoeed converted data into a common model.

The parameter configuration and processing timeagch algorithm were identified and accuracy
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was calculated. The proposed framework was onlialg for text and numeric type of data in
Electronic Health Record (EHR).

IV. Ontologies for 0T context

From among theexisting,there were several emerginiplogies created for the area of loT,
namely,SensorML , W3C Semantic Sensor Network(SSH), [37], loT.estontologies[37], 10T-
Lite Ontology [38] andloT-A information model [3®jaddition, ontology-based semantic
models were proposed to handle various issuesTin3ome of them arethefollowing,

T. Elsaleh[40], presented a lightweight loT streamtology for annotating streaming
data. The model has been developed by followingtmecognized guidelines of semantic
model and 10T environment. The well known ontolo§$N for sensor descriptions used to
develop the light weight model. The annotated de¢se extracted in RDF Triple format and
finally some usecases, tools, and applicationssia were discussed. Scalability and short-time
processing were the essential parameters wereonosdd in this work.

Li Chen [41], developed a model for diagnosing dias disease and monitoring patients
remotely. The proposed ontology Model (ODMP) solieel inconsistency problem by analyzing
the patient information in detail. The performarmfeODMP model was validated using SWRL
rules. Moreover, the experimental resultsprovedt tive model well predicted the diabetes
disease and recommended prescriptions.However, nioeel wasnot suitable for critical
situations because it took more time to process.

Ali et al.,[42] presented a recommendation systemléT based healthcare sector. This
work used health related data that from sensorsaddition, it continuously monitored the
patients health andprescribedmedicines and food.This worky @onsideredmanagement and
diet recommendation. Prediction and preventioniséase were not addressed.

Chen et al.,[43] suggested ontology for modellihg tiabetic knowledge system. This
knowledge system was prepared using health datsedan the data, the disease was diagnosed
and treatmentwas prescribed for diabetes. Moredhermodelwas applied in disease prediction,
diabetes diagnosis, and treatment recommendatior).tléis work did not use 0T data.

Some of the loT semantic-related works are diseusdeng with its drawbacks in the following
Table 1.

Table 1: loT semantic-related papers

| Author ‘ Year | Works Done Drawbacks
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I. Szilagyi 2016 | Discussed the importance of usjnthere is no comparison Or
[44] ontologies in loT. classification to this work.
G. Bajaj,[45] 2017| Overviewed diverse ontologiesichh) Semantic  features were  not
consider in the loT domain. considered to prepare ontologies.
M. 2017 | Explained relevant studies in loT domain requirement were npt
Ganzha[46] ontology and semantic discussed.
interoperability.
S.De, Y. 2017 | Reviewed IoT ontologies andReviewed only reusable ontology |in
Zhou[47] categorized these approaches I[iR&oT without considering other
general and domain levels. domains.
D. Andro “cec | 2018 | Surveyedthe usage of SWT in Ip$emantic features were not
[48] domain. comparedand WoT was npt
highlighted in this study.
K. Janowicz | 2018 | Explained SSN ontology for IdTThe sevices of both sensor and
,[49] devices and actuators with SOSA. | actuator were not discussed.

K. 2019 | Developed loT-based system. THeeasoningand Semantic quality was
Ryabinin[50] work was done on the basis of SENot emphasized according to the
ontology, except that theywere newlgssessment.

created.

Conclusion
The main ambition of this paper was to emphasizvahous semantic approaches for loT

context. This work describes the semantic appres@nd their connection with healthcare data,

the importance of ontology that contains annotatom interoperability issues among various
devices that are utilized in themedical domain. Siithe paper will be very useful to researchers
who are interested in doing their research in thea af 10T Semantics. Also, aid to develop
models that are useful for exchanging informatietween patient and doctors through the
internet and take accurate decisionson time.
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Abstract: Diabetes mellitus is a non-communicablésebse,
however it may lead to other health problems such lsod
pressure, heart attack, vision problem, slow healirspres to
patients with arthritis etc. Diabetes disease is sad due to
lifestyle, food habits, and low level of fabricatioof insulin and
pedigree factors of individual. According to the sty there will
be 552 million people around the world will be affedt by
diabetes at 2030. This paper estimates the totgbyations of
type 2 diabetes patients in the central region (Cabide,
Thanjavur, Perambalur, Tiruchirappalli, Ariyalur, Kauor,
Nagapattinam, Thiruvarur, Pudukottai, and Karaikalpf Tamil
Nadu. Diabetes patients have been diagnosed with iiedp of
various parameters such as blood pressure, body snzslex,
dietary history, physical activity and pollutionvel in the air. The
Honeywell HPm series particle sensor is used to ascéhe PM
2.5, PM 10 levels in the air. Considering the air gjity as a
parameter, there are lots of illnesses caused hypaillutants and
also cause additional problems for people who areeaty
suffering due to disease. This review work provideke t
knowledge about the prevalence of type-2diabetes iandll help
people to take precautions about diabetes diseaskits risk.

Index Terms: Diabetes, Air Quality, Sensor, PM2.5MRO0.

I. INTRODUCTION

Diabetes mellitus is one type of hon-communicaliéease.
The prevalence of diabetes is rapidly increasihgwr the
world at a tremendous rate [1].It occurs when thease
level increases in the blood. Blood glucose is thain
source which produces energy to human body. Thé hi
blood sugaris defined as a medical syndrome, wisiciso
called as hyperglycemia, which
inadequacy of insulin in the human body. The lew&l
blood sugar is standardized by a hormone, whidoige by
the insulin generated by the pancreas. The pan@easery
tiny organ which is placed between the stomach lar
that helps to digest the food. According to theorempf
World Health Organization (WHO)[2], the highest ruen
of diabetes affected people are living in India.eTtotal
number of diabetes patients in the year 2016 igriligon it
will exceed 79.4 million by 2030. The International
Diabetes Federation (IDF)[3] in the world has régdron
diabetes that it has proved 425 million adultsngviwith
diabetes. According to the report of IDF, 5.2 %lmdian
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people are not aware that they are suffering fragh blood
sugar. In specific, the Madras diabetes research [4
foundation instructed that about 42 lakhs individuare
suffering from diabetes and 30 lakh people are i@-p

diabetes

A. Types of diabetes disease:

There are various ways to detect the presenceabitss in
the human body. There are three categories in wiabe
mellitus. They are Type-1 diabetes, Type-2 diabeted
Gestational diabetes[5]. The early stage of diabdte
identified using the following factors such as ldagting
blood sugar, blood sugar fasting, diabetes histdrgenes,
measuring waist and the ratio of height waist @fividuals.
In this paper type 2 diabetes is considered.
a. Type 2 Diabetes

Type 2 diabetes is called as non-insulin dependent
diabetes[6]. In type 2 diabetes, pancreas prodsc#ient
insulin but the beta cells do not use it properly and that’s
why insulin resistance is caused. In such caselimsries
to get glucose into the cell but it can’t maintain instead of
this the sugar level may increase in the blood pRemay
get affected by the type 2 diabetes at any age éwen
childhood. Type 2 [7] diabetes is caused by oveghteand
inactivity which leads to insulin deficiency. Thesgpes of
diabetes can be controlled by weight managemegtjlae
exercise and nutrition. The symptoms of type2 diebare
same as type ldiabetes except itching skin angrbigiem
in vision. This type b diabetescan’tbe cured but can be
ontrolled by medicine and injection which is givéor
iabetes, physical exercise, blood monitoring ahdage

n ;
controlling.

B. PubMed NCBI

Over the past few years, awareness about diabetes
is growing and the possibility also growing in tHisld.
According to PubMed NCBI, referred as a journal for
publishing MEDLINE papers, indexed by PubMed has
computed diabetes related details which are sudséyen
the year of 1983 and 2018 by using the keyword “Prediction
and Diabets’. The surveyed results are shown in the form
of graph, which is displayed in Figl. The count 2¥18 is
extrapolated till June 27, 2018.
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Fig 1: Number of publications index by Pub Med with
keywords “Predictive and Diabetes.” The 2018 count is
extrapolated based on the number from June 27, 2018

Il. REVIEW OF LITERATURE

Cheng lin et al [8]discussed about the classificatand
prediction in data mining by analyzing the inforioat
based on diabetes data. This paper partitioneds¢te of

undergone treatment to patients. A result of expent was
tabulated and the decision tree was shown in therdi
Furthermore, results were concluded accuratelysgpetific
range value was used to find out the changes offmexace
cancer.

Manal Abdullah et al [11] proposed a method fodiiry
five types of anemia is one of the hematologicakedses
and predicted what type of anemia hold by patiesihgu
classification algorithms. This paper proposed kyordhm
for classification with the help of complete blooodunt test.
The data sets were collected from patients and filezeed.
Multiple experiments were conducted using various
algorithms namely naive Bayes, neural network, J48
decision tree, and SVM. Compared with other albami
J48 decision tree provided the best potential flaggon of
anemia types. J48 decision tree algorithm providetter
performance with accuracy, recall, true positiveerdalse
positive rate, precision and F-measure and it wasega by
weka experiment. The tested results were tabulated
percentage (like 20%, 40%,60%). The anemia typesbea
detected with the help of given algorithms but theper
concentrated only on five types of anemia for fingdi
accuracy and prediction of preferred results.

Himansu Das et al [12] focused on Diabetes Mellitus
Disease. They used two data mining technique saciia
and Navie Bayesian for predicting diabetes. Theppsed

data for classifying by using decision tree andadatechnique was quicker and efficient for diagnoske t

prediction was done through the linear regressiaulfiple
regressions and non-linear regression whereas atedlhe
classification accuracy. The process of classificatand
prediction of data mining also discussed about |ahities
and differences between them.

K.Lakshmi et al [9] proposed a System Architectioe
diagnoses diabetes disease using clustering
classification algorithm such as decision tree EKNIN. The
proposed system has stored data into a server whash
collected based on different diseases of patiehiste, they
considered 11 attributes of diabetessuch as Agargye
Sex, Body mass index, Blood Pressure (mm Hg),srRda
Glucose Concentration (Glucose tolerance test)epacSkin
fold 2-Hour serum insulin Diabetes Pedigree fumcti
Cholesterol Level, Weight (kg) and Class variaffleor 1)
to predict the diabetes.The proposed method censibt
some basic components such as admin, user (dpetient,
physician etc), server, database, application,datd mining
techniques. In the first step of the proposed syst€NN
and Decision tree were applied for training theadat after
receiving the request from the user, which are lke
supervised classification model.Admin received thguts
from requestor. In the final step DM approach wasduto
predict the result and send back to the user. Tane cost
are reduced to diagnoses in this approach.

Dr.Prof.Neeraj et al [10] described the J48 algonitfor
predicting recurrence of cancer-based data setréasb
cancer. Recurrent cancer can be analyzed in thags and
they are: cancer comes back after treatment & it ithe
same place, where it started first whether in aortign of
the body. Hereafter J48 algorithm was used on #iae det

of breast cancer and implemented by WEKA tool an

generated the decision tree by using 10 fold cvadistation
method to predict the recurrent event due to itdbates
such as tumor size, the degree of malignancy, agée-

caps, menopause etc.UCI machine leaming repositdpframpalur,

provided the data set for predicting recurrencecearof
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disease. The dataset was collected from medidé&geo
hospital by providing set of questions that aboaittipular
patient name, age, sex, blood, sugar level, andnma
glucose and as well as online repository. Aftetttie data
cleaning was performed to remove the unnecessaayattal
was stored in the warehouse. The proposed method
3Bfedicted whether the patient has diabetes or bt
classification technique. The two classificatiothteiques
were implemented through WEKA software and the
experimental results were tabulated. Navie Bay#ebtan
J48 and also the outcome was proved by its progdtycti

N.Vijayalakshmi and T.Jenifer [13] worked on data
mining and statistical analysis for identifying bides
disease. The data source contained pertaining téimbe
which has taken from nursing home research cefitee.
collected data divided as diabetic patients and-diabetic
patients. WEKA tool was used for analyzing the most
important factors causing diabetics and also usquetform
statistical analysis method on every single atteburow
classification techniques such as J48 pruned &elentque
and the Random tree provided the validation reguodt the
detailed accuracy on datasets by class. Hence ptger
proved J48 pruned tree is a better technique coedpaith
other classifying techniques and the accuracy of th
predicted result was 81%.

Ill. SURVEY AREA

Tamil Nadu is one of the states in India. Basedtlmn
direction of the districts located, it is divideato 4 Regions
Hamely central region, western region, southerioregnd
Chennai city region. Each region has at least ntoae 4
districts. The central region has 10 districts suah

Cuddalore, Thanjavur,
Tiruchirappalli,
Ariyalur, Karur,
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Nagapattinam, Thiruvarur, Pudukottai, and Karaikehe
western region has 6 districts which are Coimbathrede,
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have separated based on their age and sex. Framthki
total number of male and female has displayed @2 ki the

Nammakal, Salem, Dharmapuri and the Nilgiris. Théorm of graph. The age of both gender classifiedBagow

southern region has 9 districts that are Dindiddurai,

30, 30 to 4041 to 5051to 60 andAbove 60.

Theni, Sivaganga, Virudunagar, Ramanathapuram,
Tirunelveli, Thoothukudi and Kanyakumari. Finally, 1600 - e
Chennai, Thiruvalluvar, Kancheepuram, Vellore,
Tiruvannamalai, and Puducherrydistricts have comdeut R0k
the Chennai city region. 1200 -

A. Central region § 1000 -

According to the census report at 2011, the Central é_ 800 -
region’s total population is 12,212,084 where the men and 2 600 4
women are in the frames of 7,031,520 and 7,194,867e 2
total taluk in the central region of all districtee 66 whereas 400 1
total revenue villages and panchayat villages &&84and 200 -
3154 respectively. From the report, the total numbg 7 ; : ) : j :
literate people in that region is 7,369,787. Med ammmen <30 30-3536-4041-5051- 60 >60
in this category are 3,982,437 and 3,432,656. Thal years years years years years years
number of children (age between 0-6) in this regien Age

1,042,373, from this total number of male childrand

female children are 3,982,437 and 3,432,656.

IV. MATERIALS AND METHODS

Fig 2: Distribution of Age and Sex

A. Diabetic and Age

Among the major factors of diabetes, age is comsitle
like one kind of major factor. The total numberdifibetes

All the study samples were randomly collected fromyatients derived from total study population haggiin the

states in the central region of Tamilnadu. Theltstady graph with
population is 10115 among them 5566 were male &4® 4

its percentage. Fig3 represents the ebov
mentioned details as a graph.

femlae which is 55.1% and 44.9% respectively. The
populz_atlon was screened for blqod pressure (diesaod 80 1| # Didbetic (%)
systolic) and blood sugar along with their scregrdata, the | I
body mass index (BMI), dietary history, physicatieity, o1 [ ]
pattern and Pm2.5 ( pm & Pm10). The populationestee e\; 60 -
for diabetics by random Blood Sugar Meter(RBS). The o
Blood pressure is screened using Arm Bp digital itoon é_ S . - —
The dietary history, physical activity are assdssg a set £ 401 | 11
of stored questions. The air pollutants (Pm2.5 & B)rare § 30 1
assured using Honeywell HPm series particle seriEoe. S0+ |
number of total study population for male and fesnal = —
percentage has separated based on their age vdsestal 101 -_ .-
in the table 1. 0+ T i T T i f
Table 1: Age and sex wise distribution of the study < 30 30-3536- 4041- 5051- 60 >60
. years years years years years years
population Age
Age No. Male No. Total
Population | Female Population
(%) Population | (%) Fig 3: Diabetic and Age
(%) . . .
< 30| 1422 (72.9)| 526 (27.1) | 1948 (100) B. Education and Diabetic
years ; ; HTH
0. 1658 (607) | 1071 (39.3)| 2729 (100) Diabetes awareness between Ilterate_a_md illitevetee
35 surveyed. Totally 36.50 % percentage of illitena¢g®ple has
years lived in Tamilnadu, 41% percentage of people coteple
ig' 1427 (69.3) | 632 (30.7) | 2059 (100) their schooling,22.50% percentage completed gramtuat
years The comparison is between these categories of eeopl
41- | 612 (36.25)| 1076 1688 (100) represented in the form of graph in Fig4.
50 (63.75)
years
51- | 376 (23.7) | 1213 (76.3)| 1589 (100)
60
years
>60 | 71(69.7) | 31(30.3) | 102 (100)
years

V. RESULTSAND DISCUSSION

According to the report of total study populatigreople
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H College mSchool ®llliterate

Fig 4: Education and Diabetic

C. Air Pollution and Diabetic

When the pancreas function decreases, the funation
insulin is reduced. Diabetes occurs when the pascdees
not produce sufficient insulin. Today Air pollutioms
increasing throughout the world, and the air is tmafen
polluted by the urban area so air pollution mayedéffthe
pancreas as well as tHavelihood may be affected to
diabetic patients Here using Honeywell HPm series
particle sensor, the air pollution(Pm 2.5 and Pmdéfail
was collected and displayed. An average of airupatits
level is given as a graph in fig 5.

Fig 5: Air Pollution and Diabetic

D. Diabetic Control measure
According to this study, diabetes people have vVatid

insulin or treatment taken from required governmenol

hospital or have followed any diet to control thdiabetes
or awareness about HCALC test and carbohydratet.cbun
order to the study of total population has described the
number of population based on diabetic control miesss
which is represented in fig 6 as a graph.

Fig 6: Diabetic Control measure
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VI. CONCLUSION

Diabetes Mellitus is a chronic disease that camcaff
human life. Massive data was collected from cenepert
at 2011, questionnaire and loT devices. Tamilnaaki tireen
separated into four regions with respect to thatioa. This
study concentrated mainly on the central region of
Tamilnadu and total population was surveyed in tegton.
From this, total number of male and female popaotatvas
also reviewed. The number of people living withbdites in
the central region was calculated by using various
parameters. The results of experiments exhibitechtimber
of diagnosis made for diabetic patient and were mded
individually on the basis of their age, educatiphysical
activity, dietary history, and air pollution. Thigaper will
help to spread the awareness about diabetes ansamep
In future, these experiments may be conducted wadir o
Tamilnadu and it may improve the accuracy levehvitie
help of various parameters
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Prevalence of Diabetes Mellitus in
Tiruchirappalli District using Machine Learning

L. Arockiam, S. Sathyapriya, V.A. Jane, A. Dalvin Vhoth Kumar

Abstract: Machine learning is a part of Al which dewabs Il. RELATED WORKS

algorithms to learn patterns and make decision fortme massive . L.
data. Recently, Machine learning has been used tesaieing Himansu Das et al., [6] proposed a framework fedfuting
various critical medical problems. Diabetes is onef the diabetes mellitus. Diabetes Mellitus was predictey
dangerous disease, which can lead to more complidate Classification algorithms such as j48, Naive Baged these
including deaths if not timely treated. The study designed for two were implemented using the weka tool. Questmmen
providing the prevalence of Diabetes Mellitus in rlichirappalli based data collection was done and data cleaning wa
district using machine learning algorithms and it weadetected performed to remove the unwanted data. The diabetes
that the polluted air causes diabetes disease aigb ancreases maliitus had been diagnosed by using j48 and NBivges.
the risk of that disease. This proposed work helpe people in 1o fina| stage in the proposed framework generaled
preventing diabetes disease using various diabatitibutes with ;

report of diabetes.

an aim to enhance the quality of healthcare and des the " ; . .
diagnoses cost of the disease. In future, the wodnd may be N.Vijayalakshmi and T.Jenifer [7] analysed risk ttas of

extended by considering many other attributes andy b diabetes through data mining and statistical amalys
implementing it through various algorithms to impwe the techniques. The experiment for diabetes predicti@s
prediction accuracy of diabetes mellitus. done by using classification algorithms, clusterirand
subset of evaluation, association rule mining atadissics
analysis. J48 provided better accuracy of 81% &diven
dataset than the other techniques.
C.Kalaiselvi and G.M .Nasiria [8] predicted whetlpsople
. INTRODUCTION with diabetes may have cancer and heart diseasbei®is
Machine Learning plays an efficient role in medicadataset was classified by using ANFIS and AGKNN
especially diabetes research. Diabetes is a wisiglgading algorithm and gained good accuracy level. The perdmce
disease in this modern society due to exerciseigapased ©f algorithms was evaluated by using performancériose

Index Terms: Diabetes Machine

Prediction, WEKA .

Mellitus, Learning,

obesity rates, food habits and environment pollstegtc. The proposed method reduces the complexity than the
Research on diabetes plays an important role irfighe of ~ exiting methods.

medicine, and the number of daily data in thisdfii high. Swaroopa shastri et al., [9] proposed a systemréoligt
Continuous  measurements are best suited fihether type 2 diabetes influences kidney diseisee by
implementation of these data using data mining pdsttand the data mining algorithms were utilized. The pisgub
can be handled immediately and these methods diffen  System generated the report of a patient, it assidoctors,
other traditional methods and also one of the bests in and also suggested precautions to the patient kioimey
diabetes research when handle massive amounts taf ddisease.

related to diabetes. The main difference betweemtlis Huwan- chang et al., [10] developed a model fodjoteng
more complicated than statistical approaches. Ewiay Postprandial blood glucose to undiagnosed diabetess in
vast amount of data are stored in the various dasniike & cohort study. For this purpose, there were fiata anining
finance, banking, hospital, etc. and rapidly insieg day by algorithms that were utilized and compared eacteroth
day. Sucha Database may contain potential ttiat can this work. The data set used in this model wasect#tl
be useful for decision making. Extraction of thisluable from Landseed Hospital in northern Taiwan over pieeiod
information manually from large volume of data isOf 2006 to 2013 and also evaluated the performaotése
extremely difficult task. From the rapidly growinigta, it is data mining algorithms. The overall result of thegosed
very hard to find useful knowledge without using mMLModel provided the accurate reasoning and predictip
techniques. Discovered knowledge can be usefulakimy could be useful to assist doctors to improve thi#l sk
prominent decisions. Data mining is widely usedfigids diagnosis and prognosis diseases.

such as business, medicine, science, engineeridg@mn Aiswarya lyer et al., [11] utilized Decision TreacaNaive
[1-5]. Bayes algorithms for predicting diabetes in predgnan
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women. Training and test data was separated bfolti0
cross validation technique and J48 algorithm wapleyed
on the Pima Indians Diabetes Database of ‘“National

of Compute,lnstitute of Diabetes and Digestive and Kidney Diseases”

using WEKA. The proposed work concluded that both
S.Sathyapriya Ph.D Scholar, Department of Computer Science, Stalgorithms were efficient for

the diagnosis of diabetes and
Naive Bayes technique gave
the result with least error rate.
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A.A. Aljumah et al., [12] recommended a model based which spoils their health like smoking and alcotahking,

regression technique for diabetes treatment. Thpgsed food habit, BMI, medication taken by individual,obd

model predicted the diabetes disease by_ Oracle a'r(ar pressure, family history , sleeping time, normalaltie

tool and results were employed for experlment_alwlmon_ problem , work type , educational background, emvirent

collected Datasets by support vector machine atguari . o .

(SVM). pollutants and physical activity. Some of the dioes were

Mohammed et al., [13] presented a survey on agjsica in yes/no format and some were in answer format Th

using Map Reduce programming framework which wagodel of the questionnaire sheet is given belofigir2.

discussed in early work and discussed Hadoop

implementation in clinical big data related to lleehre

fields. Questionnaire to predict Diabetes
N.M. Saravana Kumar et al., [14] proposed a Pradict

Analysis System Architecture with various stagesdafa + setect your pender

mining. Prediction approach carried out on Hadodgap S

Reduce environment. Predictive Pattern matchingegys ==

was used to compare the threshold value analyztdthe ’

estimated value after the analyzed reports wereepted by 2. Doyou curently smoke? If yes, how many times per day?
the system. Fig 2: Questionnaire model based data collection
3. Sensor Data: Some data were collected by using
. METHODOLOGY sensor and also by using medical devices. In Hesis,

The proposed Model p|ays a Signiﬁcant role in m Honeywell HPm Particle Sensor is used to find betPM
diabetic patients and produces the prevalence trepbr 2.5 and PM10 in the air and it is shown in fig 81 fheans
diabetes. particulate matter it used to find out the partdievel in the
air. PM 2.5 means patrticles with a size below 2i&ons
and PM10 includes particles with 10 microns anawel
PM 2.5 is very serious than PM10 because PM2.5aaont
very small particles it can travel to our lungspmlgeand
then causes more harmful effects. Further, it ead ko

Data collection

L

Fre-processing diabetes. In this paper particle matter is consides a
factor to predict the diabetes disease becauss air
" important factor for the people to survive in therid.
ML algorithms Prevalence of diabetes

are applied to is caleulated and the
Data Storage |eup]  Predicted the bl results are generated,
diabetes disease

Fig 1: Work flow of proposed methodology

The work flow for diabetic prediction is shown iigfl. In
the initial step, the data collection is performaad it done
through various ways such as questionnaire bas¢d da
collection, sensor based data and some data froncadl Fig 3: Data collection from sensor
report. Cloud storage is used where the electromiords 4. Pre-Processing: Data Pre-processing is an iapostep
are stored securely and cloud computing can bizedilfor:  during knowledge discovering. The collected datay ma
data processing, data analysis and predictive asisalyhese contain missing, fault and outliers etc., Removalthese
are carried out by statistical tools and data ngninkinds of invalid data may produce misleading outesrand
techniques. The predicative analytic stage sendsré¢port makes knowledge discovery a challenge. Data is pre-
of diabetes prevalence in Tiruchirappalli. processed by different ways such as cleaning, ricatian,

1. Data collection: It is one of the most initialgtein  transformation, feature extraction and selectiott, &he

the proposed model and plays a major in data cblat&hajor obstacle with cIinich _data is that redundBEﬂIo_rds

research. In this paper there were following ttyees of and these records are e"”?'”a‘eo' to enhan(_:e t.hEtdm

data format collected from sensors, clinical andccu ooy Data transf_ormanon_and data validation tao

) ) ' important pre-processing techniques.

questionnaire. 5. Data StorageThe data stored in a cloud storage system
2. Questionnaire:  The data collected throughyith remote servers that accessible by internet énd
questionnaire is called as the primary data. Thesee two managed, operated, and maintained by service povid
types of data that were collected namely medic# @ad This proposed approach, the collected data arescstor
personal details. The questionnaire was prepareddgaen ThlngSp.eak whlch_ls a cI_oud service provider. Tlogvfof
to various people who are living in Tiruchirappalistrict. storage is showed in the fig 4.
The question was developed using Google Form wih 2
guestions based on various factors such like gerdiits
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HIPM Series Sensor

Clinical
Report

Fig 4: Collection of various data )

IV. PREDICTION OF DIABETES

The study made on various classification algorithussd in
existing methods, three algorithms play major rate
predicting Diabetes mellitus. They are J48, KNNJ &faive
Bayes. The PIMA Indian Dataset was applied to thgse
algorithms in which J48 algorithm predicts resultith
better accuracy [15]. So in this study J48 is used the
collected data is applied in WEKA to classify Disde
Mellitus based on different attributes like agex,9acome,
education, work type, blood pressure (diastolic systolic),
body mass index (BMI), dietary history, physicatiity,
pattern and Pm (Pm2.5& Pm10). The outcome of ptiadic
Diabetes Mellitus is represented as a class variabor O,

Journal of Recent Technology and Engieering (IJRTE)
ISSN: 2277-3878Yolume-8 Issue-2, July 2019

B. Education: In Tiruchirappalli district, people are living
with various education levels, such as school,egel] and
illiterate. These survey details are given in tige5t

Education Level

v)

Fig 5: Education level based division
C. Work Type: According to the physical work of
individuals, the work is categorized as easy, nmadiand
hard and based on their work type the details adiltetic
patients were represented in the fig 6.

E School
HCollege

llliterate

Population based on work type

Fig 6: Population divided by work type.
D. Awareness of Diabetes TestPeople who have diabetes

H Easy
#Medium

u Hard

depending on whether the person has diabetes or @€ certainly aware of the disease and also wikhare of

respectively.

The nature of the collected data has describelisnsection.
The overall male and female from the total studgytation
has been separated based on their age with a peyeeof
the population and it is listed below in the table

Table 1: Distribution of population based on thage and
sex

<30 29(40.84%) 71 (5.81)
years 42(59.15

%)
30- 35 31 22(41.50) 53(4.34)
years (58.49%)
36- 40 172(64.6 | 94 (35.33) 266(21.78)
years 6)
41- 50 612 310 (51.15) 606 (49.63)
years (48.84)
51- 60 118(68.2 | 55 (31.79) 173 (14.16)
years 0)
>60 21(40.38) | 31(59.61) 52(4.25)
years

A. Family and Income: From the study of population,
people are separated based on their family andriac@hey
were grouped into four categories based on theicorne
style such as below 50,000, 50,000 to 1,50,0(0,200 to
2,00,000 and above 2,00,000. According to thesegosies,
people were separated like diabetic and non-diabetid
tabulated as shown in table 2.

Table 2: population separated based their montidgrne

Below 50,000 341 27.92
50,000 to 662 54.21
1,50,000
1,50,000 to 161 13.18
2,00,000
above 2,00,000 57 4.66
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the precautions to be taken. The evaluation ofremess
among people is depicted as a graph in fig 7.

150
100
50 ENo
0 — mYes
HbA1C Sugar
glucose

Fig 7: Awareness about Diabetes Mellitus
Furthermore, sugar count helps to find out the siegeel of
an individual, suppose if a person has a sugartdogiow
140 then it is known as low sugar level, or if tugar count
is above 140 to 180 then the sugar level is normhich is
also called as pre-diabetic but if the sugar coexteed
above 180 then the count is high. The surveyeditrésu
shown in Table3.

Table 3: Sugar level based on the sugar test.

low pre- high sugar

sugar | diabetes
37.2

below 140
140 - 180
above 180

E. Blood Pressure and Work Type:Blood pressure varies
based on the people’s work type. There are three categories
of works such as easy, medium and hard. The predsvel
is also divided into high, medium and normal. Fe®
depicts the list of people who have blood presswrech is
separated based on easy, medium and hard typerkf wo
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80 ¢
01 o WEssy work
o  Medium wark
£ 507 2 Hard work
s 401
S )
£ 20
-9
10 =
High BP Normal Bp EasyBp

Fig 8: Work type vs Blood pressure level

F. Smoking and Liquor Drinking Habits: People, who are
smoking, consuming alcohol, both smoking & consugnin

alcohol are 314, 193 and 178 respectively

Table4: List of data related with smoking and dirgk

7. Air Quality: Air quality is as an important factor in this

study because it also one of the reason for diaba#dlitus.

The air quality level is measured through the,Rhd

PM;, level in the air and fixed into the area to evaduhe

particle level. From this the PM level is measuaed

separated among diabetes people that showed & %abl
Table 5: Air quality and Diabetes

Air Non-
Quality Diabetic | Diabetic
High 68 36
Medium 15 47
Low 17 17

V. CONCLUSION

10.

13.

14.

15.

In Machine Learning data patterns are extracted by

applying intelligent methods. These methods pravitlee
great opportunities to assist physicians deal ik large

amount of data. This study provided a view abow th

prevalence of diabetes mellitus using
techniques. It helps the patients to prevent themsegrom

the disease. Decision tree model has outperforrhah t
naive Bayes and KNN techniques. The proposed wo

detected that the polluted air causes the dialetdsalso
increases the risk of diabetes. The proposed wark e
further enhanced and expanded with stacking teclesido
increase the accuracy of prediction..
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Nutrition Monitoring and Calorie Estimation
using Internet of Things (1oT)

P. Kamakshi Priyaa, S. Sathyapriya, L. Arockiam

It is an associate internetwork of sensors deplayi¢hin the
Abstract Diet observation is one of the principal aspect in physical world and helps in swapping data betwdese

precautionary health care that aims to cut back ied health

risks. The various recent advancements in smartpeomand
wearable sensing element technologies have paved way

proliferation of food observation applications thare based on
automated image processing and intake detectionhveibh aim to
beat drawbacks of the standard manual food journajirthat's

time overwhelming, inaccurate, underreporting, andow

adherent. The currently developed food logging matlk are very
much time consuming and inconvenient that limits e

effectiveness. The proposed work presents an IntewfeThings

(IoT) based mobile-controlled calorie estimationstgm to make
technical advancements in healthcare industry. Theoposed
system operates on mobile environment, which allowe thser to
acquire the food image and quantify the calorie ake

mechanically. The Mqtt protocol based MyMqtt broker used to
connect the application and the edge device andadls store the
data in the Thingspeak cloud. A deep convolutionatwork is
employed to classify the food accurately within tegstem. The
volume estimation is done using sensors and the ocal

approximation is done using formula.

Neural

Keywords : Calorie Estimation, Convolutional

Network, , Deep Learning, loT.

I. INTRODUCTION

A well-balanced healthy diet is a vital goal forveeal
individuals. A technique to attain this is by malhua
recording the quantity of calories consumed. Thisspit
method, however, is often terribly tedious becatseeds the

sensors and also the cloud [2]. In the currentsydhere are a
number of measures supported by computer visiestimate
calories [3, 4]. For these strategies, the accuoéegtimation
results are determined by two main factors namebject
detection algorithms and volume estimation methagiol
Within the side of object detection, classification algorithm
like Support Vector Machine (SVM) is used to redegrthe
generic food items. With the aspect of volume estiom, the
standardisation of food and also the volume catmraare
the key problems. The appliance of deep learnimgfdod
classification and recognition is extremely recomdable.
Deep learning is associate rising approach fromhinac
learning, and has been projected in recent yeaswitch the
machine learning systems towards the discovery fipe
levels of illustration. The recent advancementghis area
was surveyed in a detailed manner in [5]. The psedo
system uses a robust deep learning based neunabriket
model as a way of improvising the reliability ofofibimage
classification and calorie estimation systems. Thedel
integrates the mobile calorie activity applicattonthe deep
neural network. The Convolutional Neural NetworlN(Q) is
a pillar that handles the training and testing estsl at the
upper layers without affecting the central layers.

Il. RELATED WORKS

user to have a food journal and to try and do cempl An innumerable amount of techniques have been egppd

calculations to be able to estimate the quantityaibries
consumed in each food item. In fact, it has beemjodatly
shown that individuals tend to underestimate theuarn of
calories most of the time [1]. Nutritional imbalanwill occur
either because of under-nourishment or over-nouoméstt.
Under-nutrition is a condition where the sufficienitrients
are not consumed. Malnourishment will result in amig
process disorders which may be characterised byteyns
like anxiety, mood swings, tender bones, injury gumand
skinny hairline etc. Similarly, over-nutrition is @ndition
where multiple varieties of imbalanced food arestoned.
Over-nutrition will increase the chance of obediat is
primarily caused by the intake of food that is higtsalt and
fat. The Internet of Things (loT) aids in connegtieal world
sensing information to predominantly
elucidations.
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measure the calorie within the food. One amongsptimary
clinical works in the domain is the 24 Hour DietdRgcall
(24HR) [6], [7]. This method records the daily aéantake
limited to a duration of twenty four hours. The wsde
anticipated to recall the food items that have besrsumed
in the previous twenty four hours prior to the itew. In this
technique, the estimation of food portion size @mel using
standardized cups and spoons. Based on the meddoca,
the nutrient consumed is estimated using
composition tables. Food Frequency QuestionnaiFQjHs a
technique [8] that focuses on elaborating the dygpatterns
or food habits, however not the calorie intake. Thajor
limitation of the 24HR and FFQ are namely the deime in
outlining the food consumed, the under-reportinghef food

cloud base&’o”ion size, human memory dependency, requirenoént

qualified interviewers who can predict the quantityalories
and nutrients and the requirement of performing garated
calculations to estimate the frequencies.
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The process of automatically predicting the qugntf
calories in food using their images has been raugisome
attention within the domain of computer vision. [9 a food
image recognition system was presented which wetbefu
enhanced to restaurant specific food logging systgi0]. A
mobile phone based food classification system whisbess
the nutrient intake has been presented in [11]. Waarable
sensor based automated methods could be a potswititibn
as they require minimal user intervention. Thesescks
adopt various detection techniques that are priynbaised on
the user activities [12]. An automated nutritioregiction
monitoring system was proposed using machine legrni
techniques in [13] which was further improvisedaasleep
learning based model in the subsequent resear¢hThdre
are numerous research works that have been pedorme
adopt the sensors to monitor food intake, but mbtem are
suited only for laboratory conditions along withmited
participants. The average accuracy of the systemismeered
using these sensors is about 90% [15]. So, ittisadlenge to
find an efficient solution to monitor the nutritional
consumption with greater accuracy in the real-woddtext.

Ill. PROPOSED APPROACH

The proposed work aims to build an loT Based Autecha
Nutrition Monitoring and Calorie Estimation System
mobile environment. The users of the system hagertbbile
interface through which the demographic informatemd
physical measurement data are collected. The apiglicis
used to activate the microcontroller module throupke
MyMqtt broker. The microcontroller triggers the USBmera
to capture a photo of the food item placed on tiael Isensor
and the weight of the timestamped food item is algonated.
The collected data are stored in the Thingspeakdcserver.
The subsequent data analytics is done using tHected
data. Initially, a deep learning based Convolutiddaural
Network model is built based on the classificatmnfood
items. The developed model is then used to préuéctype of
food. Based on the volume estimated by the loadmesnd
the prediction of the food item, the USDA (US Depant of
Agriculture) standardized data repository is utitiz for
collecting the nutritional facts which in turn deténes the
amount of calorie that was consumed by an individliae

architecture of the proposed system has been ddpict

pictorially in Fig. 1 and there is a subsequenbetated view
of all the activities in the system.

% Mobile Application
/

User
Myt Broker

i
1 Nutrition Monitoring and Calorie Estimation

Calorie Estimation

Data Analytics
(Building the CNN Model and matching
the nutritional facts)

Data Store

loT Sensor Data Collection

Microcontroller

Wireless Module

1

Fig. 1. Proposed Architecture

A. loT Sensor Data Collection
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This is the interface between the user and theesysthich
collects the data using the data collection poifitse user
display the food item to the sensing element syster
authenticate it via a mobile app. The mobile appitn
publishes the request to activate the sensor sybteitine
MyMqtt Broker. The microcontroller receives the uegt as
it has subscribed to the mutual topic. The microwbier
activates the USB camera which captures the phbtbeo
food item. The activated load sensor estimatesvisight of
the food placed on the weighing sensor along wita t
timestamp. The working procedure is representdeign?2.

» Stant

Load cell changes its resistance
resulting in change of output voltage

!

Calculate the weight based on the
voltage deviation

'

Store the food weight and timestamp
in the Micro controller

'

Transmit the data

Food item placed
on load sensor

to the Cloud server

Fig. 2. 10T Data Flow

The experimental setup is shown in Fig. 3.

[

Fig. 3 Experimental Setup

B. Datastore

The data store contains both the raw data (souroed the
sensors and the mobile application) and the nomali facts
data (sourced from the USDA API).

C. Cloud Servers

The data received from the sensors and camera are
temporarily stored in local SD card in the micraroher and
are later transmitted to the Thingspeak Cloud serve
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The Thingspeak cloud server is employed for rerstieage
purpose. The data stored in the Thingspeak cloudes for
the analytics process.

D. Data Analytics

The Data Analytics module is responsible for statid
analysis and deep learning events in the systemclitdes
algorithms to detect objects, build a CNN modetjneste
volume and associated nutritionary composition esland
integrate the information. Fig. 4 displays a portiof the
dataset used for model evaluation. Fig. 4 dispthgsportion
of the image dataset.

Samosa

Vegetable rice

Sandwich

Donuts

Chiocolate cake

apple

Aloo paratha
Vegetable salad

Pizza

Spaghietei

Fig. 4. Sample Dataset

= Building the model

The process of building the deep neural network ehasl
done when the data acquisition is done. The ingiep for
building the model is to produce a pre-trained néieusing
the CNN network. The model is built by collectithg images
of a particular class (approximately 1000 images ghass)
and then using the object name-set they are labellae
collected images are used to train the model. Todeirfile
thus generated is used to perform image recognégainst
the image captured by the user. The system predlitits of
probable class labels for the image and the clatis te
highest probability is assigned.

The various steps involved in building the CNN niade
summarized as follows.

Step 1 The initial setup which comprises of importingeth
necessary packages namely Sequential,
MaxPooling2D, Flatten and Dense.

Step 2 The neural network is initialized using an object

Step 3 The convolutional layers are added specifying th

filter size, shape, dimensions and the activatiorcfion.
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Step 4 Pooling is performed for feature map size redurcti
without losing the important image characteristics.

Step 5 Flattening is done by collecting all the pooledtire
maps and putting them into a single vector.

Step 6 The full connection is created using the numbfer o
hidden layer nodes, relu function for hidden laysftmax
function for multiple outcomes and the output piulies
are randomly generated.

Step 7 The CNN model is compiled and image augmentation
is done to train and test the model.

Step 8 The model is tested with unseen (new) image hed t
output is evaluated in terms of classification aacy and
Mean Square Error (MSE).

The constructed model’s accuracy for 25 epochs is displayed
in Fig. 5 and Fig. 6 shows the model’s loss.

Model Accuracy

—— Training
—— Testng

Accuracy

20

Epoch

Fig. 5. The accuracy of the model with 25 epochs

Model Loss

— Traiing

— Testing

Loss

20

Epoch

Fig. 6. The loss of the model with 25 epochs

E. Calorie Estimation

The prototype consists of the Weighing Load Celhsge
(5kg) connected with a Raspberry Pi 3 microcorgrolvhich

can be efficiently programmed using Python. Theadat
logging is achieved through the USB port. An apprate
estimation of the weight is provided by the sen@orgm).
Bnce the weight is estimated and the food labedadicted, it

can be utilized to calculate the calorific valuengsthe
formula. The SR Legacy database available at the US
Department of Agriculture website is used to estémte
galorific value.
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Calorie Value = Calorific table value * Weight of the
predicted food

Mass in the Nutrition Table

A sample of the estimated calorie value using tregliption
model is provided in Table-I.

Table- I: Calorie Estimation

Food item Standard | Mass Estimated
Calorie obtained | Calorie
(100 gm) | (in gm)
Samosa 262 107 280.34
Vegetable rice 129 256 330.24
Sandwich 243 308 748.44
Donuts 396 43 170.28
Chocolate cake 458 86 393.88
Apple 254 62 157.48
Aloo paratha 240 273 655.20
Vegetable salad] 170 208 353.60
Pizza 269 363 976.47
Spaghetti 66.64 564 375.85

IV. CONCLUSION

In the proposed work, a food data logging systenickvh
estimates the calories using loT has been developeid
system analyzes the average calorie intake ofsopeén a day
and helps them by providing some insights about tiet.
The study utilizes a cost effective sensor systethseamless
data logging method, which makes the system maeatde.
The deep learning model achieved an accuracy @996.
with a loss of 0.2324. The future work is to cowasre food
types from a variety of cuisines around the wdrdaddition,
an obesity prediction system considering the dedlorific
intake along with other relevant attributes is &dgveloped
to analyze the correlation among obesity and ttribates.
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An Enhanced Decision Tree Ensemble Technique
For Obesity Prediction

P. Kamakshi Priyaa, S. Sathyapriya, Dr. L. Arockiam

Abstract:

Currently, obesity which is a non-communicable disease (NCD) is a serious health issue that leads to many life-threatening diseases like

diabetes (Type 2), cancer and heart ailments. Obesity can be determined using various factors, namely age, weight, height and Body Mass Index (BMI).
The techniques that are used for obesity prediction are extremely reliant on the BMI; however, the BMI cannot be applied universally. The proposed R
ensemble based prediction model incorporating 13 variables has provided an average accuracy of 97.29%. The ensemble model leverages the
Enhanced Decision Tree, Naive Bayes and the Support Vector Machine (Radial SVM). The work has considered unique health parameters such as
calories consumed, pregnancy status and bodybuilder which have proved to drastically improve the accuracy of the prediction model.

Index Terms: Ensemble Learning, Machine Learning, Non-Communicable disease, Obesity, Prediction.

1 INTRODUCTION

Obesity is becoming one of the most serious global health
problem. Obesity is a term coined for the anatomical condition
characterized by an excessive growth of body fat, individually
the build-up of adipose tissue beneath the skin [1]. The adults
and elderly people affected by obesity are at a higher risk to
attract cardiovascular ailments [2] and the people who tend to
be overweight tend to be affected by serious health issues in
their latter part of life. Obesity is a prominent factor which
gives rise to diseases like type 2 diabetes, high blood
cholesterol, high blood pressure, heart ailments hypertension,
dyslipidaemia and metabolic syndrome [3], [4]. The amount of
people diagnosed with clinical obesity has increased greatly in
recent years [5]. The psychological, physical and economic
consequences of obesity has been discussed well in [6]. The
intake of food items rich in saturated fat is directly associated
with obesity [7], leading to recommendations to reduce body
weight. The inference from studies shows that the process of
weight loss has proven to make moderate change in reducing
the risk factor among groups and provides a considerable
amount of health benefits. Many people around the globe are
ignorant and they are not conscious of maintaining a healthy
body which reduces the risk of developing many diseases.
Machine learning represents a broad array of different
techniques, which can be broadly grouped based on the
learning methods. The supervised methods include classifiers,
the unsupervised methods include clustering and the semi-
supervised methods include label propagation. The supervised
machine learning technique has been incorporated in this
research work.

P. Kamakshi Priyaa is pursuing her M.Phil. in Computer Science at St.
Joseph’s College (Autonomous), Tiruchirappalli Tamil Nadu, India, E-
mail: kamakshil796@gmail.com. Her research area is |oT Data
Analytics.

S. Sathyapriya is doing her Ph.D. in Computer Science at St. Joseph’s
College (Autonomous), Tiruchirappalli, Tamil Nadu, India, E-mail:
sathyapriya2822@gmail.com. Her research area is IoT Data Analytics.

Dr. L. Arockiam is working as an Associate Professor in the Department
of Computer Science, St. Joseph’s College (Autonomous), Tiruchirappalli,
Tamil Nadu, India, E-mail: larockiam@yahoo.co.in. His research interests
are: Software Measurement, Cognitive Aspects in Programming, Data
Mining, Mobile Networks, 10T and Cloud Computing.

Machine learning approaches are being widely used to predict
the risk of obesity by identifying causes and developing
proactive strategies to prevent it. In the recent times many
extensive factors are being considered as possible influencers
of obesity.

2 RELATED WORKS

There are several research works which have been explored
using data mining techniques in health and disease prediction
[8], [9]. Machine learning and structural equation modelling
techniques are being used to examine large amounts of data
to identify patterns and relationships that would otherwise go
undetected [10], [11]. Some studies have applied these
methods to build predictive models to understand the obesity
problem. The tendency of obesity was examined within
selected 7 English medium school students and most of them
consume the injurious fast food from the road side shop and
get obese [12]. The author designed a cross-sectional study
by using a statistical software SPSS. Meng et al., [13]
proposed a system that compared the performance of logistic
regression, artificial neural networks (ANNs) and decision tree
models for predicting diabetes using common risk factors. The
logistic regression model gave the highest accuracy and the
ANN gave the lowest accuracy. The general attributes namely
the Body Mass Index (BMI), age, physician supply, ethnicity
and education are utilized for mining the clinical data to predict
the heart disease. The BMI does not match the risk factor
condition. Some of the risk factors like smoking and regular
intake of sugar-sweeten beverage increased the obesity risk to
a greater extent than other factors in the daily life [14], in
which smoking was not a statistically significant risk factor in
[15]. Verma et al., [16] introduced a Multi-layer Perceptron
algorithm to achieve higher level prediction accuracy of 88.4%.
The proposed hybrid model improves the class level accuracy
for the coronary artery disease. Nur’ Aina Daud et al., [17]
proposed a system to predict obesity based on grocery data
using J48 algorithm with an accuracy of 89.4118%.The dataset
was based on three different types of data that were manually
collected namely grocery data (food weight, quantity,
description), demographic data (age, gender) and
anthropometric data containing body height, weight and
physical activity level. The work was limited to a compatibility
of only one algorithm and also the calorie value was assigned
based on approximation formula. Given the shortcomings of
previous research, the present study aims to build an
ensemble based machine learning model to predict obesity.

1770

IJSTR©2020
WwWw.ijstr.org



INTERNATIONAL JOURNAL OF SCIENTIFIC & TECHNOLOGY RESEARCH VOLUME 9, ISSUE 02, FEBRUARY 2020

3 PROPOSED APPROACH

The proposed work aims to build an Ensemble based Obesity
Prediction Model using machine learning approaches in
mobile environment. The initial step is the data collection
which is conjointly done using a mobile application and also
through questionnaires distributed through Google Forms. The
data collected from these dual sources are stored in the data
storage repository. Data Preprocessing is done for feature
selection using correlation analysis and to discard the missing
values using the median value and the preprocessed data are
stored in the data storage. The ensemble based model using
Stacking method is built by analyzing the performance of 3
machine learning algorithms namely Enhanced Decision Tree,
Naive Bayes and Support Vector Machine (Radial
SVM).Finally, obesity prediction is done by the top layer model
which is the most efficient one and the performance of the
model is evaluated. The architecture of the proposed system is
shown in Fig. 1. A brief description of the various activities in
the system are summarized in the following section.

Mhohale

Application

Collection Data 1
Gongle Ferms

Buikling the Ensemble hlodel "

1

EnDT B | | M | Eottom Laycrs ]
i

L 3
1 1

1

) ]

| Combiner Alserithm (DT | Top Laor ;

1 i

1

Obesiy Frediction and
Performance Evaluarion 1

Fig. 1 Proposed Architecture

3.1 Data Collection

The data is collected from two sources namely through a
mobile application and questionnaires distributed through
Google Forms. Given below is a detailed overview of the
process of data collection.

3.1.1 Mobile Application

An android based mobile application was developed using
Android Studio which acts as the interface between the users
and the system. The mobile application included the following
set of attributes that can be split into 3 categories.

e Category A: contains demographic
including age and gender.

e Category B: contains the physical data like height,
weight, waistline, physical activity level, and
pregnancy status.

e Category C: contains the average calorie intake and
frequency of processed food intake.

information

3.1.2 Questionnaire
The questionnaire was developed using Google Forms for the
three categories of data as done through the mobile

ISSN 2277-8616

application. Unlike the mobile application which estimated the
calories based on sensors, the questionnaire collected the
calorie intake from the user. Based on the collected data, the
following measures are calculated as

Weight in kg
BMI=—F——FT—
Height inm?

Waist circumference (in cm)

WHIR =

Height (in cm)

The obesity index is calculated based on the values from
Table 1. The average calorie intake was computed using a
Deep learning based food image recognition system which is
done in the previous work [18].

TABLE 1
BMI BASED OBESITY CHART

BMI (kg/mz) Weight Classification Obesity class
<18.5 Underweight -
18.5-24.9 Normal -
25.0-29.9 Overweight -
30.0-34.9 Obese Obesity class 1
35.0-39.9 Highly Obese Obesity class 2
>= 40 Extremely Obese Obesity class 3

3.2 Data Storage

The data collected from both the sources were combined
together and stored in .csv (Comma Separated Values) format.
The collected data accounted to 324 records. The datatypes of
the attributes were modified in order to suit the needs of the
machine learning algorithm. The list of attributes and their
description is provided in Table 2. These data were utilized to
build the model.

1771

IJSTR©2020
WwWw.ijstr.org




INTERNATIONAL JOURNAL OF SCIENTIFIC & TECHNOLOGY RESEARCH VOLUME 9, ISSUE 02, FEBRUARY 2020

TABLE 2
ATTRIBUTE AND DESCRIPTION

Attribute Name Description

Contains the gender of the person. Males

Gender are denoted as 0 and females as 1
. Numeric value that contains the height of
Height L .
an individual expressed in cm
. The field contains the weight of the
Weight )
person expressed in kg
Age The age of an individual

The average amount of calories the user
intakes per day expressed in kcal
The circumference of the waistline was

Calorie_lIntake

Waistline obtained in inches and was converted
into cm.
The field determines whether a woman is
Pregnency pregnant which has values of 0 denoting

no and 1 denoting yes.

The attribute denotes the routine physical
activity level of an individual which falls in
either one of the three categories namely
Extremely  Active denoted as O,
Moderately Active denoted as 1 and
Sedentary as 2.

The field displays the frequency of
processed food intake by the individual
which was categorized as Rarely denoted
as 0, Occasionally denoted as 1 and
Frequently denoted as 2.

The BMI is calculated using the formula
(weight ~ (kg)height (m® and the
computed value is rounded to one
decimal place

The attribute denotes the BMI Index
which is calculated from the standard
BMI table which contains levels from 1 to
6

The waist to height ratio is calculated by
weight (cm)/height (cm)

The target attribute which predicts
whether or not an individual has obesity
which is denoted as 0 for no and 1 for
yes.

Physical_Activity_Level

Processed_Food_Intake

BMI

Index

WHIR

Obesity_Predict

3.3 Data Storage

Data Pre-processing is an important step in the data mining
process. The data that is collected may contain out-of-range
values, missing values. The reliability of the data is increased
when these kinds of invalid data are handled efficiently else it
may lead to undesirable outcomes and makes the knowledge
discovery process a challenge. The proposed system’s
dataset contained some missing values namely the waist size
and processed food intake which were pre-processed using
the median technique which generated the probable value.
The waist size was calculated using the standard charts
depending upon the height and weight. Feature selection was
also done using the Correlational Attribute Evaluator and the
resulting pre-processed data is sent for further processing.

3.4 Building the Ensemble Model

Ensembling is a technique of collaboratively working on more
than two similar or dissimilar types of algorithms which are
called the base learners. The process is done to build a more
robust system which incorporates the predictions from all the
base learners into account while making the final decision.
This makes the final decision more robust, accurate and
unlikely to be biased. The proposed R ensemble model is built

ISSN 2277-8616

using the stacking technique with two levels. The base level is
formed using three supervised machine learning based
algorithms namely Enhanced decision tree, Naive Bayes and
Support Vector Machine (Radial SVM). The algorithms were
chosen such that they satisfy the requirement criteria of
Stacking technique which includes that the individual model
should have average accuracy criteria and the predictions of
the individual models have low correlation with the predictions
of other models. The model was trained with a p value of 0.50.
A detailed description of the algorithms that were used to build
the Ensemble Model are described below.

3.4.1 Enhanced Decision Tree

The decision tree model was chosen to be enhanced as the
obesity dataset was highly compactable with the tree structure
based algorithm and it was comprehensive and easy to
interpret. The construction of a decision tree model involves a
collection of decision nodes, connected by branches,
extending downward from the root nodes until terminating in
leaf nodes. The proposed algorithm provides an optimal
enhancement of selecting the root node based on the
correlation value of the attributes to the decision tree
algorithm. The pseudocode of the modified algorithm is given
below.

Pseudocode

Algorithm: DT_Learn (TT, TC, Can_Attr)
Input:
TT: set of training tuples
TC: the target class
Can_Attr: set of candidate attributes
Output:
A decision tree
Steps:
DA
2) Create a root node RN //unlabeled node
3) if all the rows in TT are of the same target class T then
4) return RN as the leaf of the single node tree labeled
with
the class T;
5) if Can_Attr = empty (i.e. if no candidate attribute is
present) then
6) return RN as the leaf of the single node tree labeled
with
the widely held value of the targetin TT
7) Otherwise
8)
9) Select the attribute Best_attri from Can_Attr that best
classifies TT based on best positively correlated
attribute

10) Set Best_Attri as the root node attribute
11)  for each of the permitted value of Best_Attri, pv;
/lthe tuples are partitioned and the subtrees are grown
for
each of the partition
12)
13) Add a new branch below the root node that
corresponds to Best_Attri=pv,
14) let TT,; be the subset of TT that satisfies the

outcome
Best_Attri=pv;

15) if TT,, = empty then
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16) Add a leaf node which has the majority class in
TT
to the root node RN;
17) else
18) add the node that is returned by DT_Learn
(TTpvn
TC, Can_Attr — {RN});
19) }
20) }
21) return (RN);
22) }

3.4.2 Naive Bayes

The Naive Bayes algorithm is simple yet an efficient
probabilistic algorithm in classification technique which gets
the probability value based on the frequency calculation and
combinational values from the related collection. The algorithm
assumes that the attributes are strongly independent. The
inverse conditional probability is given by

PY|X;...... X,) = P(Y).P(X;...... X.Y) (1)
PXi.. - X
In equation (1), the variable Y is a class and the
variable X;...... X, denotes the classification characteristics.
P(Y|X;...... X,) is called the posterior probability and P(Y) is
known as the prior probability. The conditional probability is
computed as

k
Paly =y) = [Petily =)
j=1

Pseudocode

Input:
Training dataset Tr,
X=(Xyg, Xppeeeenn X,) /lpredictor variable value in the
test dataset

Output:

A testing class dataset

Steps:

1) Read the training dataset T;

2) Calculate the mean value and the standard deviation
value of the predictor variables in each class;

3) do

4) Calculate the probability of X; using the gauss density
equation in each class;

5) until

6) the probability of all the predictor variables (X,
Xay.oo . Xp)

has been calculated.
7) Calculate the likelihood of each class;
8) return the greatest likelihood;

3.4.3 Support Vector Machine
The support vector offer another approach to classify a multi-
dimensional dataset in which the samples on the margin are
called the support vectors. A SVM is a linear or non-linear
classifier, which is mathematical function that distinguishes
two different types of attributes.

Pseudocode

ISSN 2277-8616

Input:
X and Y loaded with the training data, a € 0 or a < partially
trained SVM model

Output:

SVM classifier model

Steps:

1) C<=any value

2) Repeat

3) for all {Xi,Yi}, {Xj,Yj} do

4) Optimize a; and g;

5) end for

6) until no changes in a or other resource constraint criteria
met

7) Ensure to retain only the support vectors (a; > 0)

3.5 Obesity Prediction

The obesity prediction in the proposed model is not completely
dependent on the BMI alone. The WHIR is used so as a
bodybuilder who has a higher BMI will have a low WHIR value.
A pregnant lady may gain 11-15 kgs during pregnancy and so
this factor was also considered. The average calorie intake per
day based on the gender was included. The physical activity
level and the frequency of processed food intake were also
considered. In order to predict the obesity of an individual, all
the attributes were considered which has proved to increase
the accuracy of the proposed prediction model.

4 RESULTS AND DISCUSSION

This section presents the results that have been deduced from
the proposed system. The prediction results of the base layer
model containing Decision Trees with an accuracy of 96.87%,
Naive Bayes with an accuracy of 93.84% and svmRadial with
an accuracy of 95.75% are shown in Fig. 2. The correlation
between the various machine learning algorithms was
analyzed and the maximum correlation of 0.41 was observed
between decision tree and svmRadial which is less than the
maximum threshold of 0.75 and hence the proposed set of
algorithms are valid to be used for stacking. The plot matrix of
the correlation between the models is shown in Fig. 3.

9%
%
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Fig. 2 Comparison of Base Layer Accuracy
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Fig. 3. Scatter Plot for model correlation

The ensemble model with the decision tree as the top layer
provided an increased accuracy of 97.29% which is an
enhancement over the individual accuracy of 96.87%. A
comparative analysis of the induvidual machine learning
algorithm and the proposed ensemble model is shown in Fig.
4. The results prove that the proposed Ensemble model has
improved the prediction accuracy.

e

) OF_ENSEMEBLE

Fig 4. Comparative Analysis of Model Accuracy
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4.2 Performance Evaluation

The performance of the proposed system is compared with the
related research area of obesity prediction and the proposed
model has proven to have achieved a higher level of accuracy.
Unlike the existing models which have only concentrated on
the directly influential attributes of obesity, the proposed work
has included extensive factors that have proven to have a
positive correlation over the obesity level. The ensemble
approach has proven to have a better prediction accuracy over
the traditional algorithmic methods. The comparision of the
previous research works is shown in Table 3.

TABLE 3
COMPARISON OF RELATED RESEARCH WORKS

Research Works Approach Accuracy
Zeyu et al. [19] Comp_ar|5|0n of 4 Machine Learning 88.82%

Algorithms
Nur’Aina Daud et Mach_lne learning  based  J48 89.41%
al. [17] algorithm
Kapil et al. [20] Ensemble learning  with  three 89.68%

algorithms
Proposed work Ens_emble learning with enhanced 97.29%

ecision tree

The Table 3 shows that the proposed system has an improved
accuracy over the previous related works. The comparative
results show that ensemble models can be used to achieve a
relatively higher accuracy than the individual algorithms.

5 CONCLUSION

The prediction of health conditions and diseases using
machine learning techniques may be a challenging task but it
increases the analytical accuracy and specificity. Data Analysis
using machine learning techniques reduces the cost and time
constraints involved. The proposed system has included the
extensive factors of obesity which have proved to improve the
prediction accuracy. The study has inferred that maintaining a
healthy WHfR and an active physical activity level reduces the
risk of obesity. The proposed ensemble model leveraging
Enhanced Decision Tree, Naive Bayes and Radial SVM
provided an accuracy of 97.29%. The future work aims at
including diverse factors for prediction and also increasing the
levels of the ensemble model to further improve the accuracy
of the model and also utilizing a larger dataset to analyze the
model’s efficiency.
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