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ABSTRACT

When the query time is far distant from the current time, existing prediction methods in moving
objects databases are unable to reliably estimate positions. Most strategies presume that the
trajectory of an object's movements may be represented by some mathematical formulas of
motion functions based on its recent movements, even for near future prediction. The
movements of an object, on the other hand, are more complicated than mathematical formulas
can depict. Prediction based on an object's trajectory patterns is a powerful method that has
been studied in a number of studies. Their biggest concern, though, is figuring out how to find
the patterns. This research work describes the Hybrid Prediction Model, an unique prediction
approach that guesses an object's future positions based on its pattern information as well as
existing motion functions using the object's recent motions in this study.

KEYWORDS: GPS Trajectory, Pattern Discovery, Feature selection, Chi-squared analysis,
Apriori Association rule mining

1. INTRODUCTION
The subject of trajectory mining has been investigated in the context of smart cities and the
Internet of Things (1oT) [1] [2] [3]. Smart cities and the Internet of Things are the way of the
future, since trillions of 10T devices, ranging from coffee machines to mobile objects, generate
massive amounts of data that must be successfully modelled and processed to improve daily
living [4]. To optimise commuting time to work, for example, many sources of information
such as the intended route, calendar, city traffic, weather, and so on must come together to
determine the most convenient route. As a result, smart data collection, preparation, and fast
algorithms that can work with the incoming data and propose solutions in real time are required.
The infusion of intelligence into cities through mobile intelligence [5] is one of the
fundamental concerns in future smart cities. The mobility data collected through the Internet
of Things is the major source of mobile intelligence. The information is gathered from a range
of sources, such as moving humans or equipment that provide location data and a time stamp
to a central repository on a regular basis. Once this data is evaluated, it can provide fascinating
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information [6], such as which regions of the city are seeing an increase in activity [7], [8], the
position of any traffic anomalies [9], which individual or group of people is travelling [10], the
most popular stay places [11], and so on.

A trajectory is a time-ordered record of a moving object captured at distinct time
intervals. During these times, however, the 'precise’ location of a moving object may be
unknown. Many studies have been conducted on trajectory uncertainty in order to improve the
utility of trajectories. Modeling uncertainty using probable world semantics is achievable with
probabilistic databases [12]. The uncertainties in the trajectories could be at the event level,
such as the uncertainty associated with the object's location, or at the trajectory level, such as
the uncertainty associated with the path recorded versus the path taken, or elsewhere [13]. In
this case, recording individual mobile object readings and then creating complicated events
using probabilistic event extraction [14] is an intriguing method.

2. PRE-PROCESSING USING FILTERED FEATURE SELECTION METHOD
In recent years, the amount of high-dimensional data that survives and is publicly available on
the internet has increased dramatically. As a result, machine learning approaches struggle to
deal with the large amount of input features, making modelling an appealing topic for
academics. The data must be pre-processed in order to use machine learning algorithms
effectively. Feature selection [15] is one of the most common and well-known data preparation
procedures, and it has become an essential part of the machine learning process. In machine
learning and statistics, this is also known as variable selection, attribute selection, or variable
subset selection. It is a technique for deleting irrelevant data and recognising relevant features,
as well as noisy or redundant data. This method improves comprehensibility and forecast
accuracy while speeding up data mining techniques. Irrelevant features provide no more
information than the currently selected features, and unrelated features supply no more
information than the currently selected features [16][17][18][19][20][21]. Feature selection
presents a set of potential features using one of the three ways in supervised inductive learning
[22][23][24][25].

e The exact number of features in a subset that optimises an evaluation metric.

e The smaller the subset that fulfils a specific evaluation measure restriction.

e In general, the subset with the best size and evaluation measure commitment.

Noise or redundant characteristics in the data might obstruct feature selection in many
cases because they aren't important or related to the class notion, such as microarray data
analysis. Machine learning becomes particularly challenging when the number of samples is
significantly fewer than the number of features, because the search space will be sparsely
populated. As a result, the model will be unable to distinguish between noise and useful data.
When it comes to feature selection, there are two main ways. Individual and subset evaluations
are the first and second, respectively. Individual evaluation is the process of ranking the
features. The weight of each individual aspect is assigned in Individual Evaluation based on its
degree of importance. Candidate feature subsets are produced using a search approach in
Subset Evaluation.
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3. PROPOSED FRAMEWORK FOR THE TRAJECTORY PATTERNS

For finding the frequent itemset of patterns, in the stage of pre-processing, Chi-Square based
feature selection technique has used and in the stage of pattern discovery, Apriori Association
rule mining algorithm has utilized.

3.1  Chi-Square Feature Selection Method
By evaluating the GPS trajectory dataset, a Chi-Square Attribute Evaluation methodology is
applied to choose the attributes for optimising the business strategy.

Another widely used method is feature selection via the chi-square test. The value of a
feature is calculated using the chi-squared statistic for the class in chi-squared attribute
evaluation. The initial hypothesis H,, is that the two characteristics are unrelated, which is tested

using the chi-squared formula:
r c 2
2= zz <°i1' - Ei]-)

i=1 j=1

The null hypothesis asserts that is the predicted (theoretical) E;; frequency, and oy; is
the observed frequency. The higher the value of, the more evidence there is against the
hypothesis H,.

3.2  Association Rule Mining Via Apriori Algorithm

The Apriori method is used to generate association rules using the Association Rule Mining
technique. To mine frequent item collections, many sorts of algorithms are utilised. Finding
frequent item sets from a transaction dataset and generating association rules is one of the most
used data mining techniques. Because of the combinatorial explosion, identifying frequent item
sets (item sets with a frequency greater than or equal to a user-specified minimum support) is
not easy. It is simple to build association rules with confidence greater than or equal to a user-
specified minimum confidence once frequent item-sets have been established.

Apriori is a key technique for employing candidate generation to find common item-
sets. It is described as a level-wise comprehensive search method that uses anti-monotonicity
of item-sets, which states that "if an item-set is not frequent, none of its supersets are ever
frequent.”" Apriori expects that elements in a transaction or item set are sorted in lexicographic
order by convention. Let Fk be the set of frequent item-sets of size k, and Ck be the set of
candidates. Apriori first scans the database for frequent item-sets of size 1 by counting each
item’'s count and collecting those that meet the minimal support criterion. It then repeats the
previous three processes, extracting all of the frequently occurring item sets. The precursor part
of the rule is generated using the apriori approach, and the result is generated using a
classification strategy in which the complete Telecommunication dataset is divided into two
classes, ordinary and attack, based on the marks provided in the dataset. The following Apriori
algorithm is used to find the regular itemsets from the dataset:

Algorithm: Apriori Algorithm for finding continual itemset.

Input: Data was normalised, and the minimum support (minsupp) was set to 0.2.
Step 1: Set k (number of itemsets) to one.

Step 2: From the Ck of all application itemsets, find the normal itemset LK.
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Step 3: Scanning D and including each itemset Ck,

Step 4: If count above minimal support, it is continuous.

Step 5: From Lk, make Ck+1; k =k + 1.

Step 6: Combine the Lk-1 and itself item sets to obtain the new contestant item sets.
Step 7: If a non-continuous subset is discovered, expel it.

Step 8: Add the persistent itemset to the rule pool.

Step 9: Repeat steps 2-9 until Ck is depleted.

Output: Frequent item sets.

4. RESULT AND DISCUSSION

4.1  Description of the dataset
Table 1 gives the description of the dataset used in this research work.

Table 1: Description of the GPS trajectory dataset
SI.No Feature Name
id
id_android
speed
time
distance
rating
rating_bus
rating_weather
car or bus
latitude
longitude
track id
time

e el o
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From the filtered feature selection method, the following features are selected by removing the
feature with rank 0. Table 2 depicts the result obtained by chi-square feature selection method
in the stage of pre-processing. Only nine features are selected among 13 features.

Table 3: Result obtained by using Chi-Square analysis feature selection method in pre-
processing step

Sl.no | Original Dataset | Chi-squared feature selection
1 id id_android
2 id_android speed
3 speed time
4 time distance
5 distance rating
6 rating rating_bus

1980 http://www.webology.org



Webology (ISSN: 1735-188X)
Volume 18, Number 5, 2021

7 rating_bus rating_weather
8 rating_weather car or bus

9 car or bus track_id

10 latitude

11 longitude

12 track id

13 time

Following table 3a to table 3f gives the details of the Apriori Association Rule Mining
algorithm for discovering trajectory patterns. Table 4 gives the trajectory pattern generated for
above reduced dataset by using Chi-Square Feature Selection method.

Table 3a: Result Details of Apriori Association Rule Mining

Minimum support: 0.2 (33 instances)
Minimum metric <confidence>: 0.9
Number of cycles performed: 16
Generated sets of large item sets:
Size of set of large item sets L(1): 11
Size of set of large item sets L(2): 24
Size of set of large item sets L(3): 18
Size of set of large item sets L(4): 7
Size of set of large item sets L(5): 1

Table 3b: Size of set of large item sets L(1): 11
id_android=1 56
rating=2 45

rating=3 101
rating_bus=0 116
rating_bus=1 34
rating_weather=0 116
rating_weather=2 37
car_or_bus=187
car_or_bus=2 76
track _id=1 90

track id=2 73

Table 3c: Size of set of large item sets L(2): 22

id_android=1 rating_bus=0 39
id_android=1 rating_weather=0 39
id_android=1 car_or_bus=2 36
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id_android=1 track_id=1 38
rating=2 rating_bus=0 45

rating=2 rating_weather=0 45
rating=3 rating_bus=0 65

rating=3 rating_weather=0 65
rating=3 car_or_bus=1 57

rating=3 car_or_bus=2 44

rating=3 track_id=1 51

rating=3 track_id=2 50
rating_bus=0 rating_weather=0 116
rating_bus=0 car_or_bus=1 87
rating_bus=0 track_id=1 86
rating_bus=1 car_or_bus=2 34
rating_weather=0 car_or_bus=1 87
rating_weather=0 track_id=1 86
rating_weather=2 car_or_bus=2 37
rating_weather=2 track_id=2 36
car_or_bus=1 track_id=1 57
car_or_bus=2 track_id=2 43

Table 3d: Size of set of large item sets L(3): 15
id_android=1 rating_bus=0 rating_weather=0 39
id_android=1 rating_bus=0 track id=1 34
id_android=1 rating_weather=0 track_id=1 34
rating=2 rating_bus=0 rating_weather=0 45
rating=3 rating_bus=0 rating_weather=0 65
rating=3 rating_bus=0 car_or_bus=1 57
rating=3 rating_bus=0 track_id=1 48

rating=3 rating_weather=0 car_or_bus=1 57
rating=3 rating_weather=0 track_id=1 48
rating=3 car_or_bus=1 track_id=1 40
rating_bus=0 rating_weather=0 car_or_bus=1 87
rating_bus=0 rating_weather=0 track_id=1 86
rating_bus=0 car_or_bus=1 track_id=1 57
rating_weather=0 car_or_bus=1 track_id=1 57
rating_weather=2 car_or_bus=2 track_id=2 36

Table 3e: Size of set of large item sets L(4): 6

id_android=1 rating_bus=0 rating_weather=0 track_id=1 34
rating=3 rating_bus=0 rating_weather=0 car_or_bus=1 57
rating=3 rating_bus=0 rating_weather=0 track_id=1 48
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rating=3 rating_bus=0 car_or_bus=1 track_id=1 40
rating=3 rating_weather=0 car_or_bus=1 track_id=1 40
rating_bus=0 rating_weather=0 car_or_bus=1 track id=1 57

Table 3f: Size of set of large item sets L(5): 1
rating=3 rating_bus=0 rating_weather=0 car_or_bus=1 track_id=1 40

Table 4: Pattern Discovery of GPS trajectory using Apriori Association Rule Mining
method

Pattern of GPS Trajectory Support and Confidence Level of
Pattern

rating_weather=0 116 ==> | <conf:(1)> Ilift:(1.41) lev:(0.21) [33]

rating_bus=0 116 conv:(33.45)

rating_bus=0 116 ==> | <conf:(1)> lift:(1.41) lev:(0.21) [33]

rating_weather=0 116 conv:(33.45)

car_or_bus=1 87 ==> rating_bus=0 87 | <conf:(1)> lift:(1.41) lev:(0.15) [25]
conv:(25.09)

car_or_bus=1 87 ==> | <conf:(1)> Ilift:(1.41) lev:(0.15) [25]

rating_weather=0 87 conv:(25.09)

rating_weather=0 car_or_bus=1 87 | <conf:(1)> lift:(1.41) lev:(0.15) [25]

==> rating_bus=0 87 conv:(25.09)

rating_bus=0 car_or_bus=1 87 ==>| <conf:(1)> lift:(1.41) lev:(0.15) [25]

rating_weather=0 87 conv:(25.09)

car_or_bus=1 87 ==> rating_bus=0 | <conf:(1)> lift:(1.41) lev:(0.15) [25]

rating_weather=0 87 conv:(25.09)

rating_weather=0 track id=1 86 ==> | <conf:(1)> lift:(1.41) lev:(0.15) [24]

rating_bus=0 86q conv:(24.8)

rating_bus=0 track id=1 86 ==>|<conf:(1)> lift:(1.41) lev:(0.15) [24]

rating_weather=0 86 conv:(24.8)

rating=3 rating_weather=0 65 ==>|<conf:(1)> lift:(1.41) lev:(0.11) [18]

rating_bus=0 65 conv:(18.74)

rating=3  rating_bus=0 65 ==>|<conf:(1)> lift:(1.41) lev:(0.11) [18]

rating_weather=0 65 conv:(18.74)

rating=3 car_or_bus=1 57 ==>|<conf:(1)> Ilift:(1.41) lev:(0.1) [16]

rating_bus=0 57 conv:(16.44)

rating=3 car_or_bus=1 57 ==>|<conf:(1)> lift:(1.41) lev:(0.1) [16]

rating_weather=0 57 conv:(16.44)

car_or_bus=1 track id=1 57 ==>|<conf:i(1)> Ilift:(1.41) lev:(0.1) [16]

rating_bus=0 57 conv:(16.44)

car_or bus=1 track id=1 57 ==>|<conf:(1)> Ilift:(1.41) lev:(0.1) [16]

rating_weather=0 57 conv:(16.44)
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rating=3 rating_weather=0
car_or_bus=1 57 ==> rating_bus=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

rating=3 rating_bus=0 car_or_bus=1
57 ==> rating_weather=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

rating=3 car_or_bus=1 57 ==>
rating_bus=0 rating_weather=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

rating_weather=0 car_or_bus=1
track_id=1 57 ==> rating_bus=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

rating_bus=0 car_or_bus=1 track_id=1
57 ==> rating_weather=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

car_or_bus=1 track_id=1 57 ==>
rating_bus=0 rating_weather=0 57

<conf:(1)> lift:(1.41) lev:(0.1) [16]
conv:(16.44)

rating=3 rating_weather=0 track _id=1
48 ==> rating_bus=0 48

<conf:(1)> lift:(1.41) lev:(0.08) [13]
conv:(13.84)

rating=3 rating_bus=0 track_id=1 48
==> rating_weather=0 48

<conf:(1)> lift:(1.41) lev:(0.08) [13]
conv:(13.84)

rating=2 45 ==> rating_bus=0 45

<conf:(1)> lift:(1.41) lev:(0.08) [12]
conv:(12.98)

rating=2 45 ==> rating_weather=0 45

<conf:(1)> lift:(1.41) lev:(0.08) [12]
conv:(12.98)

rating=2 rating_weather=0 45 ==>
rating_bus=0 45

<conf:(1)> lift:(1.41) lev:(0.08) [12]
conv:(12.98)

rating=2 rating_bus=0 45 ==>
rating_weather=0 45

<conf:(1)> lift:(1.41) lev:(0.08) [12]
conv:(12.98)

rating=2 45 ==> rating_bus=0
rating_weather=0 45

<conf:(1)> lift:(1.41) lev:(0.08) [12]
conv:(12.98)

rating=3 car_or_bus=1 track_id=1 40
==> rating_bus=0 40

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.53)

rating=3 car_or_bus=1 track_id=1 40
==> rating_weather=0 40

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.53)

rating=3 rating_weather=0
car_or_bus=1 track_id=1 40 ==>
rating_bus=0 40

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.53)

rating=3 rating_bus=0 car_or_bus=1
track_id=1 40 ==> rating_weather=0
40

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.53)

rating=3 car_or_bus=1 track_id=1 40
==> rating_bus=0 rating_weather=0
40

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.53)

id_android=1 rating_weather=0 39
==> rating_bus=0 39

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.25)

id_android=1 rating_bus=0 39 ==>
rating_weather=0 39

<conf:(1)> lift:(1.41) lev:(0.07) [11]
conv:(11.25)
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rating_weather=2 37 ==>
car_or_bus=2 37

<conf:(1)> lift:(2.14) lev:(0.12) [19]
conv:(19.75)

rating_weather=2 track_id=2 36 ==>
car_or_bus=2 36

<conf:(1)> lift:(2.14) lev:(0.12) [19]
conv:(19.21)

rating_bus=1 34 ==> car_or_bus=2 34

<conf:(1)> lift:(2.14) lev:(0.11) [18]
conv:(18.15)

id_android=1 rating_weather=0
track_id=1 34 ==> rating_bus=0 34

<conf:(1)> lift:(1.41) lev:(0.06) [9]
conv:(9.8)

id_android=1 rating_bus=0 track id=1
34 ==> rating_weather=0 34

<conf:(1)> lift:(1.41) lev:(0.06) [9]
conv:(9.8)

5.

CONCLUSION

This research paper introduced a novel framework in this paper that projected an item's future
positions based on both motion function and object movement patterns. Specifically, object
trajectory patterns were discovered and specified. Chi-Squared analysis was utilised to
minimise the size of the feature space in this suggested framework. The moving pattern of the
moving items was discovered using the Apriori Association Rule Mining technique. The
prediction of moving objects can be analysed using this pattern.
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