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ABSTRACT

In Frequent Itemset mining (FIM), the main process includes looking for
combination of itemsets from the data sets. The search process can be done using a
variety of mining algorithms such as Apriori, the FPGrowth, and eclat algorithms which
are some of the implementations of frequent itemsets search methods. By analyzing the
mined data, proper decision making may be done which has huge benefits such as
increased revenue, cost cutting, improved competitive advantages and so on. When the
size of the dataset is large, the mining process requires more time, and also due to a
heavy computation by the algorithm it involves significant memory consumption to
mine. Efficient algorithms are required to mine the hidden patterns of the frequent
itemsets within a shorter processing time and also with less memory consumption while
the volume of data increases. In this research work different real-time datasets whose
characteristics are completely different, are used with the aim of knowing the behavior
and influence of the datasets on the algorithms. In this paper, an analysis and a
comparison of key FIM algorithms is done in order that more efficient FIM algorithms
are often developed.
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1. INTRODUCTION

Frequent Itemset mining (FIM) uses mathematical calculations, and statistical techniques to
extract and identify useful information and related knowledge from various large databases.
Initially, Frequent Itemset Mining was introduced as a method for market basket analysis[1].
The main aim of it is to find the customers buying behavior in supermarkets. In specific, to find
out the sets of products those are frequently bought together. It is often found patterns are
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transformed into association rules, for example, if a customer buys bread and butter, then she/he
will also probably buy cheese or jam. The analysis paved way to improve arrangement of
products in shelves, on a catalog’s pages and also supports cross-selling and suggestion of other
products, product bundling which improves the overall business profit. Presently, the
application of FIM also includes Fraud detection, technical dependence analysis, and fault
localization, players’ behavior, server performance, system functionality and so on. Many
researchers [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] done an analysis of the
transactional databases in the recent years.

1.1. Background
The basic terminologies of frequent Itemset mining (FIM) are:

Table 1 Terminologies

Items I ={iy,..., In}
Itemset, transaction P, T, cl
Transactional dataset |D ={Tu,..., Tm}

Definitions:

Given a set of items | = {iy, i2...., in}, @ transactional dataset D = {T1,..., Tm}, and a minimum
support 0. The need is the set of itemset P that is freq (P) > 6.

2. DATASET REPRESENTATIONS

The dataset can be represented horizontally, vertically as well as in matrix formats.
Dataset Hp in Horizontal Representation:

Table 2 horizontal representation

Transactions Items
1 a,d,c
b,c,d
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a,c,d.e
a,e
a,c,d
b,c
a,c,d.e
b,c.e
a,d.e

O (0 |IN (oo [w]|N

[y
o

Dataset Vp in Vertical Representation:

Table 3 Vertical representation
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Dataset Mp in Matrix Representation:

Table 4 Matrix representation

a|bjlc|d]e
1 1,10 [0]1]1
2 o1 1|1]11|0
3 1,0 [1]0]1
4 110 (1|11
5 1,0 ]0]0]1
6 101|110
7 0|1]1]01]0
8 170 (1]1]1
9 oOo(1|1]0]|1
10 110011

The Anti-monotonicity property:
Given a transaction database D over items | and two itemsets X, Y:
XCY = freq(Y) < freq(X)-—---=> 1

Generation of Frequent Itemsets

After the first scan of the database frequent-1 itemsets could be found out by the counts for each
item, and the items that meet the minimum support are collected. This process is referred to as
Level-1 process and level by level frequent itemsets are found. Frequent itemsets found at the
first level are termed as L1. Then L1 is used to find L2, and then L2 is used to find L3, and so
on, until no more frequent items could be found out. Until there is no more suitable
combinations of items could be found, scanning the database is done for each Lk.

3. RELATED RESEARCH

Using the join and prune technique Agrawal et.al proposed the classic algorithm Apriori [1].
The base of Apriori algorithm is candidate generation and pruning. Based on the given support
count more number of candidates are generated and then they are pruned. This includes repeated
scanning of databases according to its data volume and excessive 1/O operations also, which in
turn leads to more time and space complexity. The above reason is the main disadvantage of
Apriori algorithm.

Another algorithm without candidate generation method is FPGrowth which involves tree
concept[2]. The tree is constructed using the header table technique. The recursive conditional
pattern base generation and sub conditional pattern trees are the main drawbacks in FPGrowth,

By the process of matrix generation and using array, maximal frequent pattern mining
algorithm was devised by Peng Hui-ling at al.[9] which works on one time database scanning.
By the frequency of itemsets, the itemsets are derived in descending order. The itemsets’
frequency list is used to generate the FP- tree which represents the whole database. Then the
conditional FP-tree replaces the whole database which is used to generate frequent patterns.

Apriori and FPGrowth algorithms use horizontal database formats while in the later phase
an algorithm called Eclat[5] was proposed which use vertical database format for mining
process.

To get the best out of these algorithms optimizations were made in the later periods and
enhanced algorithms were also proposed by the developers, which were based on the above

https://iaeme.com/Home/journal/lJEET @ editor@iaeme.com



A Comprehensive Analysis of Frequent Itemsets Mining Key Algorithms using Diverse Datasets

said algorithms. Nodes and header tables are the base for tree based algorithms. For
optimization in tree based algorithms different types of data structures are also used. Bay Vo,
et.al.[20] proposed with N-list technique, and Zhi-Hong Deng[21] proposed DiffNodeset, a
novel and more efficient itemset representation, for mining frequent itemsets. Based on the
DiffNodeset structure, an efficient algorithm, named dFIN is presented, for mining frequent
itemsets. To achieve high efficiency, dFIN finds frequent itemsets using a set-enumeration tree
with a hybrid search strategy and directly enumerates frequent itemsets without candidate
generation under some case. DP-Apriori algorithm which used transaction splitting was
proposed by Xiang Cheng et al.,[22] with a support estimation technique to prevent information
loss. Ling Chen et.al., proposed MSPM algorithm for patterns in multiple biological sequences.
This approach used pattern extending technique based on prefix tree and mines frequent
patterns without candidate generation.

4. STUDY OF SOME FREQUENT ITEMSET MINING ALGORITHMS
Apriori Algorithm

The first classical algorithm proposed by Agrawal at al. [1] was Apriori. Apriori Algorithm is
one of the classic Itemset mining algorithms that is used to find frequent itemsets from the

datasets. The parameter needed to find frequent itemsets is: minimum support. Apriori uses the
breadth-first-search technique to find frequent itemsets combinations.

By searching repeatedly all the frequent itemsets from all the items’ combinations in the
dataset is found out using candidate generation Ck-1 process. This looping process occurs while
searching and selecting combinations in the lattice tree for pruning process and to determine
the appropriate combinations. This is referred to as the join and prune technique. Many
researchers had optimized Apriori algorithm for larger and more complex transaction datasets
in terms of memory usage and processing time.

Pitfalls in Apriori

e Generation of candidate itemsets. If the itemsets in the database is enormous, candidate
itemsets may be large in number.

e Not cost effective as multiple scans of the database are done to check the support of
each itemset generated.

FP-Growth Algorithm

Without candidate generation and using tree data structure or (FP-Tree), this algorithm is
considered as improvement to Apriori. Han at al. [2] initially worked on Frequent pattern
growth algorithm. The database is represented in the form of a tree called a frequent pattern tree
or FP tree in FP growth algorithm. FP-tree is a compressed data storage structure. The root node
of the FP-tree holds null whereas the lower nodes hold the itemsets, and each node represents
an item of the itemset.

Through mapping in the corresponding paths the FP-tree is built. If the transactions have
the same item in the same path then it is overwritten. The more the re-occurrences of the same
item, then the more effective process of compression is carried out.

The FP-Growth method is composed of three stages namely:

e Conditional pattern base generation

e FP-tree conditionals generation

e Searching frequent itemsets

Through these stages frequent Itemsets are mined successfully.
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ECLAT Algorithm

ECLAT algorithm[5] uses vertical data format for mining frequent itemsets, whereas Apriori
and FP growth algorithms mine frequent itemsets using horizontal data format. The data in the
horizontal data format is transformed into vertical format. 2-itemsets, 3 itemsets, upto k itemsets
are formed using vertical data format until no candidate itemsets are found. As the transaction
set carries the count of occurrence of each item in the transaction this method k+1 itemsets are
formed without scanning the database. When the number of transactions is more that is when
the dataset is big, memory consumption and processing time for intersecting the sets is also
more and that leads to bottleneck.

5. RESEARCH FRAMEWORK

This research work intends to find out the behavior of the key Itemset mining algorithms against
various datasets of different characteristics, and to analyze and compare the algorithms. The
frequent itemset search was conducted and experiments were valued with minimum-support
values on datasets ranging from 0.01 - 0.05. Average values are calculated for final
consideration. Memory usage was calculated in megabytes (MB) and the processing time in
milliseconds (MS). The scalability of the algorithms was also calculated with the added
transactions.

Datasets & Tool

The datasets used in this research are downloaded from the FIMI Dataset Repository published
by IBM Almaden Quest Research Group sourced from http://fimi.ua.ac.be/data/ .

For this research work, SPMF [14] which is an open-source software and data mining
library written in Java, specialized in pattern mining (the discovery of patterns in data) is used.
This tool mines the data patterns using itemset mining algorithms. Machine with configuration
of windows 10 operating system and 4GB of RAM is used.

Dataset Characteristics

Table 5 Dataset Characteristics

Datasets Transactions Distinct Items AVQ. T;f;}sactlon Area |File size(KB)
Chess 3196 36 37 Game 338
Mushroom 8416 22 23 Life 598
Pumsb 49046 7116 74 Census 4621
Accident 340183 468 22 Traffic 9216
6. RESULTS AND DISCUSSION
Processing Time s

Table 6 Processing Time (MS)

Dataset/ Algorithm FPGrowth Apriori Eclat
Pumshb 1156 18866 5380
Mushroom 1560 24970 17340
Chess 5625 96802 43899
Accident 7250 113891 52843
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Table 7 Memory Consumption (vs)

Dataset/Algorithm FPGrowth Apriori Eclat
Pumsh 85.53 208.98 387.23
Mushroom 283.88 351.97 480.08
Chess 431.08 502.58 631.08
Accident 593.84 621.78 893.52
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Figure 2 Memory Consumption (vs)

It is observed that the itemsets are mined in less time and with less space utilization while
using Pumsb dataset. Though the average transaction size of accident dataset is less compared
to others it takes more processing time and occupies more space for mining process as the total
number of transactions is more compared to other datasets. The size of the mushroom dataset
is less compared to other datasets. Still the processing time and memory consumption of
algorithms is more in mushroom compared to pumsb dataset as it is a denser one. The
processing time and memory consumption of algorithms for Chess dataset more compared with
pumsb and mushroom datasets as it is more denser than others.
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Scalability - Processing Time(ms)

Table 8 Scalability - Processing Time(ms)

Added Transactions
Algorithms 100 | 300 | 500
Processing time
FPGrowth 7.85 10.07 13.71
Eclat 11.3891 14.80583 19.247579
Apriori 15.2843 19.86959 25.830467
Scalability
30
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==ffl=Eclat
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Figure 3 Scalability - Processing Time(ms)

The scalability experiment was performed with the pumsb dataset. This dataset was
considered as it took less processing time compared with the other datasets. The experiment
was conducted by adding upto 500 transactions and the minsup parameter was set to the average
level. The main goal is to find out how far the added transactions influence the execution of the
algorithms. Results are shown above. It could be seen that FPGrowth is more scalable than the
other algorithms.

7. CONCLUSION

It is still an open question that certain algorithms accomplish very well or very poor on some
datasets. In this setting, a thorough experimental analysis of datasets with respect to frequent
itemsets is conducted. The distribution of frequent itemsets with respect to itemsets size is also
analyzed. The outcome of these tests is classifying the datasets with respect to minsup variations
and robust to find out the efficiency of the algorithms. The research work is carried out to
examine the performance of various key Itemset mining algorithms when applied to real time
datasets with different characteristics. The results of the analysis show that the performance of
the algorithms varies according to the dataset in terms of processing time and memory usage.
The scalability of the algorithms are also analyzed by adding transactions to the datasets and
examined with their processing time. It is found out that there is still need to propose adaptive
algorithms with respect to the characteristics of the datasets to mine all the frequent itemsets in
single database scan. It should also be scalable and support the mining process without the need
to rescan the whole database during addition or deletion of transactions in the database that is
the execution strategy should change dynamically during run time in accordance with the
dataset.
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